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Preface 
 

Vision plays a fundamental role for living beings by allowing them to interact with 
the environment in an effective and efficient way. The Machine Vision goal is to 
endow computing devices, and more generally artificial systems, with visual 
capabilities in order to cope with not a priori predetermined situations. To this end, 
we have to take into account the computing constraints of the hosting architectures 
and the specifications of the tasks to be accomplished. These elements lead  a 
continuous adaptation and optimization of the usual visual processing techniques, 
such as ones developed in Computer Vision and Image Processing. Nevertheless, the 
fast development of off‐the‐shelf processors and computing devices made available 
to the public a large and low‐cost computational power. By exploiting this 
contingency, the Vision Research community is now ready to develop real‐time 
vision systems designed to analyze the richness of the visual signal online with the 
evolution of complex real‐world situations at an affordable cost. Thus the 
application field of Machine Vision is not more limited to the industrial 
environments, where the situations are simplified and well known and the tasks are 
very specific, but nowadays it can efficiently support system solutions of everyday 
life problems. 

This book will focus on both the engineering and technological aspects related to 
visual processing.  

The first four chapters describe solutions related to the recovery of depth information 
in order to solve video surveillance problems and an helicopter landing task (Chp.1 
and Chp. 2, respectively),  and to propose a high speed calculation of depth maps from 
stereo images based on FPGAs (Chp. 3) and a Time-of-Flight sensor as an alternative 
to stereo video camera (Chp. 4). The next three chapters address typical industrial 
situations: an approach for robust rotation angle estimation for textures alignment is 
described in Chp. 5, the characterization of the surface finish of machined parts 
through Hough transform is addressed in Chp. 6 and through structured light patterns 
in Chp. 7. A new algorithm based on ensemble of trees for object localization and 3D 
pose estimation that works for piled parts is proposed in Chp. 8. The detection of 
geometric shapes like ellipses from real images and a theoretical framework for 
characterization and identification of a discontinuity are addressed in Chp. 9 and 
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Chp.10, respectively. The automated visual inspection improvement due to reflectance 
measuring and modeling in the context of image analysis and synthesis is presented in 
Chp. 11. The last chapter addresses an analysis of different computing paradigms and 
platforms oriented to image processing 
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Bio-Inspired Active Vision Paradigms in
Surveillance Applications

Mauricio Vanegas, Manuela Chessa, Fabio Solari and Silvio Sabatini
The Physical Structure of Perception and Computation - Group, University of Genoa

Italy

1. Introduction

Visual perception was described by Marr (1982) as the processing of visual stimuli through
three hierarchical levels of computation. In the first level or low-level vision it is performed
the extraction of fundamental components of the observed scene such as edges, corners, flow
vectors and binocular disparity. In the second level or medium-level vision it is performed
the recognition of objects (e.g. model matching and tracking). Finally, in the third level or
high-level vision it is performed the interpretation of the scene. A complementary view is
presented in (Ratha & Jain, 1999; Weems, 1991); by contrast, the processing of visual stimuli
is analysed under the perspective developed by Marr (1982) but emphasising how much data
is being processed and what is the complexity of the operators used at each level. Hence, the
low-level vision is characterised by large amount of data, small neighbourhood data access,
and simple operators; the medium-level vision is characterised by small neighbourhood data
access, reduced amount of data, and complex operators; and the high-level vision is defined
by non-local data access, small amount of data, and complex relational algorithms. Bearing in
mind the different processing levels and their specific characteristics, it is plausible to describe
a computer vision system as a modular framework in which the low-level vision processes can
be implemented by using parallel processing engines like GPUs and FPGAs to exploit the data
locality and the simple algorithmic operations of the models; and the medium and high-level
vision processes can be implemented by using CPUs in order to take full advantage of the
straightforward fashion of programming these kind of devices.

The low-level vision tasks are probably the most studied in computer vision and they are
still an open research area for a great variety of well defined problems. In particular, the
estimation of optic flow and of binocular disparity have earned special attention because of
their applicability in segmentation and tracking. On the one hand, the stereo information
has been proposed as a useful cue to overcome some of the issues inherent to robust
pedestrian detection (Zhao & Thorpe, 2000), to segment the foreground from background
layers (Kolmogorov et al., 2005), and to perform tracking (Harville, 2004). On the other
hand, the optic flow is commonly used as a robust feature in motion-based segmentation
and tracking (Andrade et al., 2006; Yilmaz et al., 2006).

This chapter aims to describe a biological inspired video processing system for being used
in video surveillance applications; the degree of similarity between the proposed framework
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and the human visual system allows us to take full advantage of both optic flow and disparity
estimations not only for tracking and fixation in depth but also for scene segmentation. The
most relevant aspect in the proposed framework is its hardware and software modularity.
The proposed system integrates three cameras (see Fig. 1); two active cameras with
variable-focal-length lenses (binocular system) and a third fixed camera with a wide-angle
lens. This system has been designed to be compatible with the well-known iCub robot
interface1. The cameras movement control, as well as the zoom and iris control run on an
embedded computer PC/104. The optic flow and the disparity algorithms run on a desktop
computer equipped with a processor Intel Core 2 Quad @ 2.40GHz and a memory RAM of
about 8 GB. All system components, namely the desktop computer, the embedded computer
PC/104, and the cameras, are connected in a gigabit Ethernet network through which they
can interact as a distributed system.

Fig. 1. Trinocular robotic head with 5 degrees of freedom, namely a common tilt movement,
and independent zoom-pan movements for left and right cameras, respectively.

The general features of the moving platform are compiled in Table 1. Likewise, the optic
features of the cameras are collected in Table 2. Lastly, it is important to mention that the
binocular system has a baseline of 30 cm.

Features Pan Movement Tilt Movement
Limits: ±30◦ (Software limit) ±60◦ (Software limit)
Acceleration: 5100◦/sec2 2100◦/sec2

Max. Speed: 330◦/sec 73◦/sec
Resolution: 0.03◦ 0.007◦
Optical Encoder: 512 pulses/revolution 512 pulses/revolution
Motor Voltage: 12 V 12 V
Gear Ratio: 1:80 1:80
Motor Torque: 0.59 Nm 0.59 Nm

Table 1. General features of the moving platform.

Most of the video surveillance systems are networks of cameras for a proper coverage of wide
areas. These networks use both fixed or active cameras, or even a combination of both, placed

1 The iCub is the humanoid robot developed as part of the EU project RobotCub and subsequently
adopted by more than 20 laboratories worldwide (see http://www.icub.org/).
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Features Active Cameras Fixed Camera
Resolution: 11392 x 1040 pixels 1624 x 1236 pixels
Sensor Area: 6.4 x 4.8 mm 7.1 x 5.4 mm
Pixel Size: 4.65 x 4.65 μm 4.4 x 4.4 μm
Focal Length: 7.3 ∼ 117 mm, FOV 47◦ ∼ 3◦ 4.8 mm, FOV 73◦

Table 2. Optic features of the cameras.

at not predetermined positions to strategically cover a wide area; the term active specifies
the camera’s ability of changing both the angular position and the field of view. The type of
cameras used in the network has inspired different calibration processes to find automatically
both the intrinsic and extrinsic camera parameters. In this regard, Lee et al. (2000) proposed
a method to estimate the 3D positions and orientations of fixed cameras, and the ground
plane in a global reference frame which lets the multiple cameras views to be aligned into a
single planar coordinate frame; this method assume approximate values for intrinsic cameras
parameters and it is based on overlapped cameras views; however, others calibration methods
have been proposed for non-overlapped cameras views (i.e. Kumar et al., 2008). In the case of
active cameras, Tsai (1987) has developed a method for estimating both the matrices of rotation
and translation in the Cartesian reference frame, and the intrinsic parameters of the cameras.
In addition to the calibration methods, the current surveillance systems must deal with the
segmentation and identification of complex scenes in order to characterise them and thus to
obtain a classification which let the system to recognise unusual behaviours into the scene.
In this regard, a large variety of algorithms have been developed to detect changes in scene;
for example the application of a threshold to the absolute difference between pixel intensities
of two consecutive frames can lead to the identification of moving objects, some methods
for the threshold selection are described in (Kapur et al., 1985; Otsu, 1979; Ridler & Calvar,
1978). Other examples are the adaptive background subtraction to detect moving foreground
objects (Stauffer & Grimson, 1999; 2000) and the estimation of optic flow (Barron et al., 1994).
Our proposal differs the most of the current surveillance systems in at least three aspects: (1)
the use of a single camera with a wide-angle lens to cover vast areas and a binocular system
for tracking areas of interest at different fields of view (the wide-angle camera is used as the
reference frame), (2) the estimation of both optic flow and binocular disparity for segmenting
the images; this system feature can provide useful information for disambiguating occlusions
in dynamic scenarios, and (3) the use of a bio-inspired fixation strategy which lets the system
to fixate areas of interest, accurately.

In order to explain the system behaviour, two different perspectives were described. On the
one hand, we present the system as a bio-inspired mathematical model of the primary visual
cortex (see section 2); from this viewpoint, we developed a low-level vision architecture for
estimating optic flow and binocular disparity. On the other hand, we describe the geometry of
the cameras position in order to derive the equations that govern the movement of the cameras
(see section 3). Once the system is completely described, we define an angular-position control
capable of changing the viewpoint of the binocular system by using disparity measures in
section 4. An interesting case study is described in section 5 where both disparity and optic
flow are used to segment images. Finally, in section 6, we present and discuss the system’s
performance results.

3Bio-Inspired Active Vision Paradigms in Surveillance Applications
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2. The system: a low-level vision approach

The visual cortex is the largest, and probably the most studied part of the human brain. The
visual cortex is responsible for the processing of visual stimuli impinging on the retinas. As a
matter of fact, the first stage of processing takes place in the lateral geniculate nucleus (LGN)
and then the neurons of the LGN relay the visual information to the primary visual cortex
(V1). Then, the visual information flow hierarchically to areas V2, V3, V4 and V5/MT where
visual perception gradually takes place.

The experiments carried out by Hubel & Wiesel (1968) proved that the primary visual cortex
(V1) consists of cells responsive to different kinds of spatiotemporal features of the visual
information. The apparent complexity with which the brain extracts the spatiotemporal
features has been clearly explained by Adelson & Bergen (1991). The light filling a region
of space contains information about the objects in that space; in this regard, they proposed
the plenoptic function to describe mathematically the pattern of light rays collected by a vision
system. By definition, the plenoptic function describes the state of luminous environment,
thus the task of the visual system is to extract structural elements from it.

Structural elements of the plenoptic function can be described as oriented patterns in the
plenoptic space, and the primary cortex can be interpreted as a set of local, Fourier or Gabor
operators used to characterise the plenoptic function in the spatiotemporal and frequency
domains.

2.1 Neuromorphic paradigms for visual processing

Mathematically speaking, the extraction of the most important aspects of the plenoptic
function can emulate perfectly the neuronal processing of the primary visual cortex (V1).
More precisely, qualities or elements of the visual input can be estimated by applying a set
of low order directional derivatives at the sample points; the so obtained measures represent
the amount of a particular type of local structure. To effectively characterise a function within
a neighbourhood, it is necessary to work with the local average derivative or, in an equivalent
form, with the oriented linear filters in the function hyperplanes. Consequently, the neurons
in V1 can be interpreted as a set of oriented linear filters whose outputs can be combined to
obtain more complex feature detectors or, what is the same, more complex receptive fields.
The combination of linear filters allow us to measure the magnitude of local changes within a
specific region, without specifying the exact location or spatial structure. The receptive fields
of complex neurons have been modelled as the sum of the squared responses of two linear
receptive fields that differ just in phase for 90◦ (Adelson & Bergen, 1985); as a result, the
receptive fields of complex cells provide local energy measures.

2.2 Neural Architecture to estimate optic flow and binocular disparity

The combination of receptive fields oriented in space-time can be used to compute local energy
measures for optic flow (Adelson & Bergen, 1985). Analogously, by combining the outputs of
spatial receptive fields it is possible to compute local energy measures for binocular disparity
(Fleet et al., 1996; Ohzawa et al., 1990). On this ground, it has been recently proposed a neural
architecture for the computation of horizontal and vertical disparities and optic flow (Chessa,
Sabatini & Solari, 2009). Structurally, the architecture comprises four processing stages (see
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Fig. 2): the distributed coding of the features by means of oriented filters that resemble the
filtering process in area V1; the decoding process of the filter responses; the estimation of the
local energy for both optic flow and binocular disparity; and the coarse-to-fine refinement.
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Fig. 2. The neural architecture for the computation of disparity and optic flow.

The neuronal population is composed of a set of 3D Gabor filters which are capable
of uniformly covering the different spatial orientations, and of optimally sampling the
spatiotemporal domain (Daugman, 1985). The linear derivative-like computation concept of
the Gabor filters let the filters to have the form h(x, t) = g(x) f (t). Both spatial and temporal
terms in the right term are comprised of one harmonic function and one Gaussian function.
This can be easily deduced from the impulse response of the Gabor filter.

The mathematical expression of the spatial term of a 3D Gabor filter rotated by an angle θ with
respect to the horizontal axis is:

g(x, y; ψ, θ) = e

(
− x2

θ
2σ2

x
− y2

θ
2σ2

y

)
ej(ω0xθ+ψ), (1)

where θ ∈ [0, 2π) represents the spatial orientation; ω0 and ψ are the frequency and phase of
the sinusoidal modulation, respectively; the values σx and σy determine the spatial area of the
filter; and (xθ , yθ) are the rotated spatial coordinates.

The algorithm to estimate the binocular disparity is based on a phase-shift model; one of the
variations of this model suggests that disparity is coded by phase shifts between receptive
fields of the left and right eyes whose centres are in the same retinal position (Ohzawa et al.,
1990). Let the left and right receptive fields be gL(x) and gR(x), respectively; the binocular
phase shift is defined by Δψ = ψL − ψR. Each spatial orientation has a set of k receptive fields
with different binocular phase shifts in order to be sensitive to different disparities (δθ =
Δψ/ωo); the phase shifts are uniformly distributed between −π and π. Therefore, the left and
right receptive fields are applied to a binocular image pair IL(x) and IR(x) according to the
following equation:

Q(x0; δθ) =
∫ ∞

−∞
gL(x0 − x)IL(x)dx +

∫ ∞

−∞
gR(x0 − x)IR(x)dx, (2)

so, the spatial array of binocular energy measures can be expressed as:

E(x; δθ) = |Q(x; δθ)|2 = |QL(x; δθ) + e−jΔψQR(x; δθ)|2. (3)

5Bio-Inspired Active Vision Paradigms in Surveillance Applications
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Likewise, the temporal term of a 3D Gabor filter is defined by:

f (t; ωt) = e

(
− t2

2σ2
t

)
ejωtt1(t), (4)

where σt determines the integration window of the filter in time domain; ωt is the frequency
of the sinusoidal modulation; and 1(t) denotes the unit step function. Each receptive field is
tuned to a specific velocity vθ along the direction orthogonal to the spatial orientation θ. The
temporal frequency is varied according to ωt = vθω0. Each spatial orientation has a set of
receptive fields sensitive to M tuning velocities; M depends on the size of the area covered by
each filter according to the Nyquist criterion.

The set of spatiotemporal receptive fields h(x, t) is applied to an images sequence I(x, t)
according to the following equation:

Q(x0, t; vθ) =
∫ ∞

−∞

∫ ∞

−∞
h(x0 − x, t − τ)I(x, τ)dxdτ, (5)

so, the motion energy E(x0, t; vθ) equals:

E(x0, t; vθ) = |Q(x0, t; vθ)|2 =

∣∣∣∣ejψ(t)
∫ t

0
Q(x0, τ; vθ)e−jωtτdτ

∣∣∣∣
2

. (6)

where ψ(t) = ψ + ωtt = ψ + ω0vθt.

So far, we have described the process of encoding both binocular disparity and optic flow
by means of a N × M × K array of filters uniformly distributed in space domain. Now, it
is necessary to extract the component velocity (vθ

c ) and the component disparity (δθ
c ) from

the local energy measures at each spatial orientation. The accuracy in the extraction of
these components is strictly correlated with the number of filters used per orientation, such
that precise estimations require a large number of filters; as a consequence, it is of primary
importance to establish a compromise between the desired accuracy and the number of filters
used or, what is the same, a compromise between accuracy and computational cost.

An affordable computational cost can be achieved by using weighted sum methods as the
maximum likelihood proposed by Pouget et al. (2003). However, the proposed architecture
uses the centre of gravity of the population activity since it has shown the best compromise
between simplicity, computational cost and reliability of the estimates. Therefore, the
component velocity vθ

c is obtained by pooling cell responses over all orientations:

vθ
c (x0, t) =

∑M
i=1 vθ

i E(x0, t; vθ
i )

∑M
i=1 E(x0, t; vθ

i )
, (7)

where vθ
i represent all the M tuning velocities; and E(x0, t; vθ

i ) represent the motion energies
at each spatial orientation. The component disparity δθ

c can be estimated in a similar way.

Because of the aperture problem a filter can just estimate the features which are orthogonal to
the orientation of the filter. So we adopt k different binocular and M different motion receptive
fields for each spatial orientation; consequently, a robust estimate for the full velocity v and for
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the full disparity δ is achieved by combining all the estimates vθ
c and δθ

c , respectively (Pauwels
& Van Hulle, 2006; Theimer & Mallot, 1994).

Finally, the neural architecture uses a coarse to fine control strategy in order to increase the
range of detection in both motion and disparity. The displacement features obtained at coarser
levels are expanded and used to warp the images in finer levels in order to achieve a higher
displacement resolution.

3. The system: a geometrical description

In the previous section we presented the system from a biological point of view. We have
summarised a mathematical model of the behaviour of the primary visual cortex and we have
proposed a computational architecture based on linear filters for estimating optic flow and
binocular disparity. Now it is necessary to analyse the system from a geometrical point of
view in order to link the visual perception to the camera movements, thus letting the system
to interact with the environment.

To facilitate the reference to the cameras within this text, we are going to refer the fixed camera
as wide-angle camera, and the cameras of the binocular system as active cameras. The wide-angle
camera is used for a wide view of the scene, and it becomes the reference of the system.
In vision research, the cyclopean point is considered the most natural centre of a binocular
system (Helmholtz, 1925) and it is used to characterise stereopsis in human vision (Hansard
& Horaud, 2008; Koenderink & van Doorn, 1976). By doing a similar approximation, the
three-camera model uses the wide-angle-camera image as the cyclopean image of the system.
In this regard, the problem statement is not trying to construct the cyclopean image from
the binocular system, but using the third camera image as a reference coordinate to properly
move the active cameras according to potential targets or regions of interest in the wide range
scenario.

Each variable-focal-length camera can be seen as a 3DOFs pan-tilt-zoom (PTZ) camera.
However, the three-camera system constraints the active cameras to share the tilt movement
due to the mechanical design of the binocular framework. One of the purposes of our
work is to describe the geometry of the three-camera system in order to properly move the
pan-tilt-zoom cameras to fixate any object in the field of view of the wide-angle camera and
thus to get both a magnified view of the target object and the depth of the scene.

We used three coordinates systems to describe the relative motion of the active cameras
with respect to the wide-angle camera (see Fig. 3). The origin of each coordinate system is
supposed in the focal point of each camera and the Z-axes are aligned with the optical axes
of the cameras. The pan angles are measured with respect to the planes XL = 0 and XR = 0
respectively; note that pan angles are positive for points to the left of these planes (XL > 0 or
XR > 0). The rotation axes for the pan movement are supposed to be parallel. The common
tilt angle is measured with respect to the horizontal plane; note that the tilt angle is positive
for points above the horizontal plane (YL = YR > 0).

The point P(X, Y, Z) can be written in terms of the coordinate systems shown in Fig. 3 as
follows:

7Bio-Inspired Active Vision Paradigms in Surveillance Applications
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(X, Y, Z) =(XL, YL, ZL)− OL, (8)

(X, Y, Z) =(XR, YR, ZR)− OR, (9)

where OL = (dxL, dyL, dzL) and OR = (−dxR, dyR, dzR) are the origin of the coordinate
system of the left and right cameras with respect to the wide-angle camera coordinate system.

Right Camera Left Camera

Wide-angle Camera

Tilt Movement

Pan Movement Pan Movement

XR

YR

ZR

OR XL

YL

ZL

OL

X

Y

Z

O

P(X, Y, Z)

Fig. 3. The coordinate systems of the three cameras in the binocular robotic head.

It is considered fw as the focal length of the wide-angle camera and f as the focal length of the
active cameras. The Equations 8 and 9 can be written in terms of the image coordinate system
of the wide-angle camera if these equations are multiplied by factor fw

Z :

fw

Z
(XL, YL, ZL) =(x, y, fw) +

fw

Z
(dxL, dyL, dzL), (10)

fw

Z
(XR, YR, ZR) =(x, y, fw) +

fw

Z
(−dxR, dyR, dzR). (11)

Now, it is possible to link the image coordinate system of the wide-angle camera to the image
coordinate system of the active cameras by multiplying the Equations 10 and 11 by the factors

f
ZL

and f
ZR

, respectively:

fw

Z
(xL, yL, f ) =

f
ZL

(x, y, fw) +
fw f

ZLZ
(dxL , dyL, dzL), (12)

fw

Z
(xR, yR, f ) =

f
ZR

(x, y, fw) +
fw f

ZRZ
(−dxR, dyR, dzR). (13)

Assuming that the position of the origin with respect to the Z-axis is small enough compared
to the distance of the real object in the scene, it can be done the next approximation Z ≈ ZL
and Z ≈ ZR. Accordingly, the Equations 12 and 13 can be rewritten to obtain the wide-to-active

8 Machine Vision – Applications and Systems
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camera mapping equations as follows:

(xL, yL, f ) =
f

fw
(x, y, fw) +

f
Z
(dxL, dyL , 0), (14)

(xR, yR, f ) =
f

fw
(x, y, fw) +

f
Z
(−dxR, dyR, 0). (15)

These equations describe the position of any point in the field of view of the wide-angle
camera into the image coordinate of the active cameras.

So far, we have described the geometry of the cameras system, now the problem is to
transform the wide-to-active camera mapping equations to motor stimuli in order to fixate
any point in the wide-angle image. The fixation problem can be defined as the computation of
the correct angular position of the motors in charge of the pan and tilt movements of the active
cameras, to direct the gaze to any point in the wide-angle image. In this sense, the fixation
problem is solved when the point p(x, y) in the wide-angle image can be seen in the centres
of the left and right camera images.

From the geometry of the trinocular head we can consider dxL = dxR , and dyL = dyR. In this
way, both pan (θL, θR) and tilt (θy) angles of the active cameras, according to the wide-to-active
camera mapping equations, can be written as:

θL = arctan
(

c
fw

x +
c
Z

dx
)

, θR = arctan
(

c
fw

x − c
Z

dx
)

, (16)

θy = arctan
(

c
fw

y +
c
Z

dy
)

, (17)

where c is the camera conversion factor from pixel to meters; dx, dy are the terms dxL = dxR
and dyL = dyR in pixel units.

Bearing in mind the wide-to-active camera mapping equation, in the following section we will
describe the algorithm to move the active cameras to gaze and fixate in depth any object in
the field of view of the wide-angle camera.

4. Fixation in depth

Two different eyes movements can be distinguished: version movements rotate the two eyes
by an equal magnitude in the same direction, whereas vergence movements rotate the two
eyes in opposite direction. The vergence angle, together with version and tilt angles, uniquely
describe the fixation point in the 3D space according to the Donders’ law (Donders, 1969).

Fixation in depth is the coordinated eye movement to align the two retinal images in the
respective foveas. Binocular depth perception has its highest resolution in the well-known
Panum area, i.e. a rather small area centred on the point of fixation (Kuon & Rose, 2006). The
fixation of a single point in the scene can be achieved, mainly, by vergence eye-movements
which are driven by binocular disparity (Rashbass & Westheimer, 1961). It follows that the
amount of disparity around the Panum area must be reduced in order to properly align the
two retinal images in the respective foveas.

9Bio-Inspired Active Vision Paradigms in Surveillance Applications
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4.1 Defining the Panum area

The Panum area is normally set around the centre of uncalibrated images. This particular
assumption becomes a problem in systems where the images are captured by using
variable-focal-length lenses; consequently, if the centre of the image is not lying on the
optical axis, then any change in the field of view will produce a misalignment of the
Panum area after a fixation in depth. Lenz & Tsai (1988) were the first in proposing a
calibration method to determine the image centre by changing the focal length even though
no zoom lenses were available at that time. In a subsequent work (Lavest et al., 1993) have
used variable-focal-length lenses for three-dimensional reconstruction and they tested the
calibration method proposed by (Lenz & Tsai, 1988).

In a perspective projection geometry the parallel lines, not parallel to the image plane, appear
to converge to a unique point as in the case of the two verges of a road which appear to
converge in the distance; this point is known as the vanishing point. Lavest et al. (1993) used
the properties of the vanishing point to demonstrate that, with a zoom lens, it is possible to
estimate the intersection of the optical axis and the image plane, i.e. the image centre.

The Equation 18 is the parametric representation of a set of parallel lines defined by the
direction vector �D = (D1, D2, D3) and parameter t ∈ [−∞,+∞]. The vanishing point of
these parallel lines can be estimated by using the perspective projection as shown in Equation
19:

X(t) = X(0) + D1t,

Y(t) = Y(0) + D2t, (18)

Z(t) = Z(0) + D3t.

x = lim
t→∞

f
X(t)
Z(t)

= f
D1
D3

,

y = lim
t→∞

f
Y(t)
Z(t)

= f
D2

D3
, (19)

z = lim
t→∞

f
Z(t)
Z(t)

= f .

The result shown in Equation 19 demonstrates that the line passing through the optical centre
of the camera and the projection of the vanishing point of the parallel lines is collinear to the
director vector (�D) of these lines as shown below:

⎡
⎣x

y
f

⎤
⎦ =

f
D3

⎡
⎣D1

D2
D3

⎤
⎦ . (20)

According to the aforementioned equations and taking into account that, by convention, the
centre of the image is the intersection of the optical axis and the image plane; it is possible to
conclude that the vanishing point of a set of lines parallel to the optical axis lies in the image
centre. The optical zoom can be considered as a virtual movement of the scene throughout
the optical axis; in this regard, any point in the scene follows a virtual line parallel to the
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optical axis. This suggests that, from the tracing of two points across a set of zoomed images,
it is possible to define the lines L1 and L2 (see Fig. 4) which represent the projection of these
virtual lines in the image plane. It follows that the intersection of L1 and L2 corresponds with
the image centre.

Zoom out

Zoom in 1

Zoom in 2

L1 L2

Fig. 4. Geometric determination of the image centre by using zoomed images. The
intersection of the lines L1 and L2, defined by the tracing of two points across the zoomed
images, corresponds with the image centre.

Once the equations of lines L1 and L2 have been estimated, it is possible to compute
their intersection. Now, the Panum area is defined as a small neighbourhood around the
intersection of these lines and thus it is possible to guarantee the fixation of any object even
under changes in the field of view of the active cameras.

4.2 Developing the fixation-in-depth algorithm

Once the Panum area is properly defined, it is possible to develop an iterative angular-position
control based on disparity estimations to fixate in depth any point in the field of view of the
wide-angle camera. Fig. 5 shows a scheme of the angular-position control of the three-camera
system. Any salient feature in the cyclopean image (wide-angle image) provides the point
(x, y), in image coordinate, in order to set the version movement. Once the version movement
is completed, the disparity estimation module can provide information about the depth of the
object in the scene; this information is used to iteratively improve the alignment of the images
in the active cameras.

Considering that the angular position of the cameras is known at every moment, it is possible
to use the disparity information around the Panum area to approximate the scene depth; this
is, a new Z in the wide-to-active camera mapping equations (see Equation 16). If we take the
left image as reference, then the disparity information tells us how displaced the right image
is; hence, the mean value of these disparities around the Panum area can be used to estimate
the angular displacement needed to align the left and right images. As the focal length of the

11Bio-Inspired Active Vision Paradigms in Surveillance Applications
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Fig. 5. Angular-position control scheme of the trinocular system.

active cameras can be approximated from the current zoom value, the angular displacement
θ can be estimated as follow:

θ = arctan
(

cdx
f

)
. (21)

Once the angular displacement is estimated, the new Z parameter is obtained according to
Equation 22:

Z =
fwcdx

fw tan(θL + θverg)− cx
. (22)

The angle θverg is half of the angular displacement θ according to (Rashbass & Westheimer,
1961). In order to iteratively improve the alignment of the images in the active cameras, the
angle θverg is multiplied by a constant (q < 1) in the angular-position control algorithm; this
constant defines the velocity of convergence of the iterative algorithm.

5. Benefits of using binocular disparity and optic flow in image segmentation

The image segmentation is an open research area in computer vision. The problem of properly
segment an image has been widely studied and several algorithms have been proposed for
different practical applications in the last three decades. The perception of what is happening
in an image can be thought of as the ability for detecting many classes of patterns and
statistically significant arrangements of image elements. Lowe (1984) suggests that human
perception is mainly a hierarchical process in which prior knowledge of the world is used to
provide higher-level structures, and these ones, in their turn, can be further combined to yield
new hierarchical structures; this line of thoughts was followed in (Shi & Malik, 2000). It is
worth noting that the low-level visual features like motion and disparity (see Fig. 6) can offer
a first description of the world in certain practical application (cf. Harville, 2004; Kolmogorov
et al., 2005; Yilmaz et al., 2006; Zhao & Thorpe, 2000). The purpose of this section is to show
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the benefits of using binocular disparity and optic flow estimates in segmenting surveillance
video sequences rather than to make a contribution to the solution of the general problem of
image segmentation.

(a) World. (b) Depth map. (c) Motion map.

Fig. 6. Example of how different scenes can be described by using our framework. The
low-level visual features refer to both disparity and optic flow estimates.

The following is a case of study in which the proposed system is capable of segmenting
all individuals in a scene by using binocular disparity and optic flow. In a first stage of
processing, the system fixates in depth the individuals according to the aforementioned
algorithm (see section 4); that is, an initial fast movement of the cameras (version) triggered
by a saliency in the wide-angle camera, and a subsequent slower movement of the cameras
(vergence) guided by the binocular disparity. In a second stage of processing, the system
changes the field of view of the active cameras in order to magnified the region of interest.
Finally, in the last stage of processing, the system segments the individuals in the scene by
using a threshold in the disparity information (around disparity zero or point of fixation) and
a threshold in the orientation of the optic flow vectors. The results of applying the above
mentioned processing stages are shown in Fig. 7. Good segmentation results can be achieved
from the disparity measures by defining a set of thresholds (see Fig. 7b), however, a better
data segmentation is obtained by combining the partial segments of binocular disparity and
optic flow, respectively; an example is shown in Fig. 7c.
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Fig. 7. Case of study: the segmentation of an image by using disparity and optic flow
estimates.

The results in segmentation are constrained by the estimates of disparity and optic flow. For
this reason, it is necessary to follow segmentation strategies, like the one proposed by Shi
& Malik (2000), in order to achieve the appropriate robustness in the data segmentation. In
fact, they argue the necessity of combining different features like colour, edge or in general
any kind of texture information to create a hierarchical partition of the image, based on graph
theory, in which prior knowledge is used to confirm current grouping or to guide further
classifications.

6. The system performance

So far, we have presented an active vision system capable of estimating both optic flow
and binocular disparity through a biologically inspired strategy, and capable of using these
information to change the viewpoint of the cameras in an open, uncontrolled environment.
This capability lets the system interact with the environment to perform video surveillance
tasks. The purpose of this work was to introduce a novel system architecture for an active
vision system rather than to present a framework for performing specific surveillance tasks.
Under this perspective, it was first described the low-level vision approach for optic flow and
binocular disparity, and then it was presented a robotic head which uses this approach to
effectively solve the problem of fixation in depth.
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In order to evaluate the performance of the system, it is necessary to differentiate the
framework instances according to their role in the system. On the one hand, both optic
flow and binocular disparity are to be used as prominent features for segmentation; hence,
it is important to evaluate the accuracy of the proposed algorithms by using test sequences
for which ground truth is available (see http://vision.middlebury.edu/). On the other hand, we
must evaluate the system performance in relation to the accuracy of the binocular system to
correctly change the viewpoint of the cameras.

6.1 Accuracy of the distributed population code

The accuracy of the estimates has been evaluated for a system with N = 16 oriented filters,
each tuned to M = 3 different velocities and to K = 9 binocular phase differences. The
used Gabor filters have a spatiotemporal support of (11 × 11) × 7 pixels × frames and are
characterised by a bandwidth of 0.833 octave and spatial frequency ω0 = 0.5π. The Table 3
shows the results for distributed population code that has been applied to the most frequently
used test sequences. The optic flow was evaluated by using the database described in (Baker
et al., 2007) and the disparity was evaluated by using the one described in (Scharstein &
Szeliski, 2002); however, in the case of disparity test sequences, the ground truth contains
horizontal disparities, only; for this reason, it was also used the data set described in (Chessa,
Solari & Sabatini, 2009) to benchmark the 2D-disparity measures (horizontal and vertical).

Distributed population code
Sequences Venus Teddy Cones

Disparity (%BP) 4.5 11.7 6.4
Sequences Yosemite Rubberwhale Hydrangea

Optic Flow (AAE) 3.19 8.01 5.79

Table 3. Performance of the proposed distributed population code. On the one hand, the
reliability of disparity measures has been computed in terms of percentage of bad pixels
(%BP) for non-occluded regions. On the other hand, the reliability of optic flow measures has
been computed by using the average angular error (AAE) proposed by Barron (Barron et al.,
1994).

A quantitative comparison between the proposed distributed population code and some of
the well-established algorithms in literature has been performed in (Chessa, Sabatini &
Solari, 2009). The performances of the stereo and motion modules are shown in Table 3,
which substantiates the feasibility of binocular disparity and optic flow estimates for image
segmentation; the visual results are shown in Fig. 7.

6.2 Behaviour of the trinocular system

A good perception of the scene’s depth is required to properly change the viewpoint of a
binocular system. The previous results for disparity estimation have shown to be a valuable
cue for 3D perception. The purpose now is to demonstrate the capability of the trinocular
head to fixate any object in the field of view of the wide-angle camera. In order to evaluate
the fixation in depth algorithm, two different scenarios have been considered: the long-range
scenario in which the depth is larger than 50 meters in the line of sight (see Fig. 8), and the
short-range scenario in which the depth is in the range between 10 and 50 meters (see Fig. 11).
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A

B

C

(a) Cyclopean Image.

(b) Left Image, point A. (c) Right Image, point A.

(d) Left Image, point B. (e) Right Image, point B.

(f) Left Image, point C. (g) Right Image, point C.

Fig. 8. Long-range scenario: Fixation of points A, B and C. A zoom factor of 16x was used in
the active cameras. Along the line of sight the measured depths were approximately 80 m,
920 m, and 92 m, respectively.

The angular-position control uses the disparity information to align the binocular images in
the Panum area. In order to save computational resources and considering that just a small
area around the centre of the image has the disparity information of the target object, the size
of the Panum area has been empirically chosen as a square region of 40x40 pixels. Accordingly,
the mean value of the disparity in the Panum area is used to iteratively estimate the new Z
parameter.

In order to evaluate the performance of the trinocular head, we first tested the fixation
strategy in the long-range scenario. In the performed tests, three points were chosen in the
cyclopean image (see Fig. 8(a)). For each point, the active cameras performed a version
movement according to the coordinate system of the cyclopean image and, inmediately after,
the angular-position control started the alignment of the images by changing the pan angles
iteratively. Once the images were aligned, a new point in the cyclopean image was provided.

Fig. 9 shows the angular changes of the active cameras during the test in the long-range
scenario. In Figs. 9(a) and 9(b) the pan angle of the left and right cameras, respectively, is
depicted as a function of time. Fig. 9(c) shows the same variation for the common tilt angle.
Each test point of the cyclopean image was manually selected after the fixation in depth
of the previous one; consequently, the plots show the angular-position control behaviour
during changes in the viewpoint of the binocular system. It is worth noting that the version
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movements correspond, roughly speaking, with the pronounced slopes in the graphs, while
the vergence movements are smoother and therefore with a less pronounced slope.
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(a) Left camera pan movements.
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(b) Right camera pan movements.
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(c) Common tilt movements.

Fig. 9. Temporal changes in the angular position of the active cameras to fixate in depth the
points A, B and C in a long-range scenario.

In a similar way, the fixation in depth algorithm was also evaluated in short-range scenarios
by using three test points (see Fig. 11). We followed the same procedure used for long-range
scenarios and the results are shown in Fig. 10.

From the plots in Figs. 9 and 10 we can observe that small angular shifts were performed just
after a version movement; this behaviour is due to two factors: (1) the inverse relationship
between the vergence angle and the depth by which for large distances the optical axes of the
binocular system can be well approximated as parallel; and (2) the appropriate geometrical
description of the system which allows us to properly map the angular position of the active
cameras with respect to the cyclopean image. Actually, there are not enough differences
between long and short-range scenarios in the angular-position control, because the vergence
angles begin to be considerable for depths minor than 10 meters, approximately; it is worth
noting that, this value is highly dependent on the baseline of the binocular system.
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(a) Left camera pan movements.
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(b) Right Camera pan movements.
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(c) Common tilt movements.

Fig. 10. Temporal changes in the angular position of the active cameras to fixate in depth the
points A, B and C in a short-range scenario.

Finally, the justification for using two different scenarios is the field of view of the active
cameras. Even though the wide-to-active camera mapping equations do not depend on the
field of view of the active cameras, everything else does. It follows that the estimation of
optic flow and disparity loses resolution due to narrow fields of view in the active cameras.
In order to clarify the system behaviour, it is worth to highlight that the framework always
performs the fixation in depth by using the maximum field of view in the active cameras,
and immediately after, it changes the field of view of the cameras according to the necessary
magnification. In this regard, the adequate definition of the Panum area plays an important
role in the framework (see section 4.1). Consequently, Figs. 8 and 11 show the performance
of the framework not only in terms of the fixation but also for a proper synchronisation of all
processing stages in the system; these images were directly obtained from the system during
the experiments in Figs. 9 and 10. Fig. 8 shows the fixation in depth of three test points. The
zoom factor of the active cameras in all cases was 16x. The angular-position control estimated
the depth along the line of sight for each fixated target and the approximated values were 80
m, 920 m, and 92 m, respectively. Likewise, Fig. 11 shows the fixation in depth of three test
points at different zoom factors each one, namely: 4x, 16x, and 4x, respectively. Along the line
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B

C

A

(a) Cyclopean Image.

(b) Left Image, point A. (c) Right Image, point A.

(d) Left Image, point B. (e) Right Image, point B.

(f) Left Image, point C. (g) Right Image, point C.

Fig. 11. Short-range scenario: Fixation of points A, B, and C. The different zoom factors used
in the active cameras were 4x, 16x, and 4x, respectively. Along the line of sight the measured
depths were approximately 25 m, 27 m, and 28 m, respectively.

of sight the measured depths were approximately 25 m, 27 m, and 28 m, for points A, B, and
C, respectively.

7. Conclusion

We have described a trinocular active visual framework for video surveillance applications.
The framework is able to change the viewpoint of the active cameras toward areas of interest,
to fixate a target object at different fields of view, and to follow its motion. This behaviour
is possible thanks to a rapid angular-position control of the cameras for object fixation and
pursuit based on disparity information. The framework is capable of recording image frames
at different scales by zooming individual areas of interest, in this sense, it is possible to exhibit
the target’s identity or actions in detail. The proposed visual system is a cognitive model of
visual processing replicating computational strategies supported by the neurophysiological
studies of the mammalian visual cortex which provide the system with a powerful framework
to characterise and to recognise the environment, in this sense, the optic flow and binocular
disparity information are an effective, low-level, visual representation of the scenes which
provide a workable base for segmenting the dynamic scenarios; it is worth noting that, these
measures can easily disambiguate occlusions in the different scenarios.
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1. Introduction  

The research and development of autonomous unmanned helicopters has lasted for more 
than one decade. Unmanned aerial vehicles (UAVs) are very useful for aerial photography, 
gas pollution detection, rescue or military applications. UAVs could potentially replace 
human beings in performing a variety of tedious or arduous tasks. Because of their 
ubiquitous uses, the theory and applications of UAVs systems have become popular 
contemporary research topics. There are many types of UAVs with different functions. 
Generally UAVs can be divided into two major categories, fixed-wing type and rotary-wing 
type. The fixed-wing UAVs can carry out long-distance and high-altitude reconnaissance 
missions. However, flight control of fixed-wing UAVs is not easy in low-altitude conditions. 
Conversely, rotary-wing UAVs can hover in low altitude while conducting surveys, 
photography or other investigations. Consequently in some applications, the rotary-wing 
type UAVs is more useful than the fixed-wing UAV. One common type of rotary-wing type 
UAVs is the AUH (Autonomous Unmanned Helicopter). AUHs have characteristics 
including of 6-DOF flight dynamics, VTOL (vertical taking-off and landing) and the ability 
to hover. These attributes make AUHs ideal for aerial photography or investigation in areas 
that limit maneuverability. 

During the past few years, the development of the unmanned helicopter has been an 
important subject of research. There have been a lot of researches interested in a more 
intelligent design of autonomous controllers for controlling the basic flight modes of 
unmanned helicopters (Fang et al., 2008). The controller design of AUHs requires multiple 
sensor feedback signals for sensing states of motion. The basic flight modes of unmanned 
helicopters are vertical taking-off, hovering, and landing. Because the unmanned 
helicopter is a highly nonlinear system, many researchers focus on the dynamic control 
problems (e.g. Kadmiry & Driankov, 2004; C. Wang et al., 2009). Appropriate sensors play 
very important roles in dynamic control problems. Moreover, the most important flight 
mode of autonomous unmanned helicopter is the landing mode. In consideration of the 
unmanned helicopter landing problem, the height position information is usually 
provided by global positioning system (GPS) and inertial measurement unit (IMU). The 
system of the autonomous unmanned helicopter is a 6-DOF system, with 3-axis rotation 
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information provided by IMU and 3-axis moving displacement information provided 
from GPS. 

Oh et al. (2006) brought up the tether-guided method for autonomous helicopter landing. 
Many researches used vision systems for controlling helicopter and searching landmark 
(Lin, 2007; Mori, 2007; C.C. Wang et al., 2009). In the work of Saito et al. (2007), camera-
image based relative pose and motion estimation for unmanned helicopter were discussed. 
In the works of Katzourakis et al. (2009) and Xu et al. (2006), navigation and landing with 
the stereo vision system was discussed. Xu et al. used the stereo vision system for estimating 
the position of the body. From the work of Xu, it was shown that the stereo vision does 
work for the position estimation. 

For unmanned helicopter autonomous landing, the information of the height is very 
important. However, the height error of GPS is in general about from 5 to 8 meters, which is 
not accurate enough for autonomous landing. For example, the accuracy of Garmin GPS 18-
5Hz is less than 15 meters (GPS 18 Technical Specifications, 2005). After many times of 
measurement, the average error of this GPS was obtained to be around 10 meters. Since the 
height error range of GPS is from 5 to 8 meters, to conquer the height measurment error of 
GPS, the particular stereo vision system is designed for assisting GPS, and the measurement 
range of this system is set to be at least 6 m. 

Image systems are the common guiding sensors. In the AUHs controll problems, image 
systems are usually collocated with IMU and GPS in the outdoor environment. The image 
system has been used on vehicles for navigation, obstacle avoidance or position estimation. 
Doehler & Korn (2003) proposed an algorithm to extract the edge of the runway for 
computing the position of airplane. Bagen et al. (2009) and Johnson et al. (2005) discussed 
the image-guided method with two or more images for guiding the RC unmanned 
helicopter approaching to the landmark. Undoubtedly multiple-camera system 
measurement environment is an effective and mature method. However, the carrying 
capacity of a small unmanned helicopters has to be considered. Therefore the image systems 
are the smaller the better. A particular stereo vision system is developed for reducing the 
payload in our application. 

In this chapter, we focus on the problem of estimating the height of the helicopter for the 
landing problem via a simple stereo vision system. The key problem of stereo vision system 
is to find the corresponding points in the left image and the right image. For the 
corresponding problem of stereo vision, two methods will be proposed for searching the 
corresponding points between the left and right image. The first method is searchig 
corresponding points with epipolar geometry and fundamental matrix. The epipolar 
geometry is the intrinsic projective geometry between two cameras (Zhang, 1996; Han & 
Park, 2000). It only depends on the camera internal parameters and relative position. The 
second method is block matching algorithm (Gyaourova et al., 2003; Liang & Kuo, 2008; Tao 
et al., 2008). The block matching algorithm (BMA) is provided for searching the 
corresponding points with a low resolution image. BMA will be compared with epipolar 
geometry constraint method via experimental results. 

In addition, a particular stereo vision system is designed to assist GPS. The stereo vision 
system composed of two webcams with resolutions in 0.3 mega pixels is shown in Figure 1. 
To simplify the system, we dismantled the cover of the webcams. The whole system is very 
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light and thin. The resolution of cameras will affect the accuracy of height estimation result. 
The variable baseline method is introduced for increasing the measuring range. Details will 
be illustrated in the following sections. 

 
Fig. 1. The stereo vision system composed of two Logitech® webcams 

2. Design of stereo vision system 

2.1 Depth measuring by triangulation 

In general, a 3D scenery projected to 2D image will lose the information of depth. The stereo 
vision method is very useful for measuring the depth. The most common used method is 
triangulation. 

Consider a point P=(X, Y, Z) in the 3D space captured by a stereo vision system, and the 
point P projected on both left and right images. The relation is illustrated in Figure 2. In 
Figure 2, the projected coordinates of point P on the left and the right images are (xl, yl) and 
(xr, yr) respectively. The formation of the left image is: 

 l lx xX
X Z

Z f f
    (1) 

and the formation of the right image is: 

 rxX b
Z f


  (2) 

From (1) and (2), we have 

 
( )l r

fb fb
Z

x x x
 

 
 (3) 

where f is focal length, b is the length of baseline and Δx = (xl - xr) is the disparity. From (3), 
the accuracy of f, b and Δx will influence the depth measuring. In the next section, the 
camera will be calibrated for obtaining accurate camera parameters. 

There are three major procedures for stereo vision system design. Fristly, the clear feature 
points in image need be extracted quickly and accurately. The second procedure is searching 
for corresponding points between two images. Finally, computing the depth using (3). 
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Fig. 2. Geometric relation of a stereo vision system. 

2.2 Depth resolution of stereo vision system 

The depth resolution is a very important factor for stereo vision system design (Cyganek & 
Siebert, 2009). The pixel resolution will reduce with the depth. The relations of depth 
resolution is illustrated in Figure 3. 

1σ
2σ

1μ

2μ

1ψ2ψ

 
Fig. 3. Geometry relation of depth resolution. 

From Figure 3, with the similarity of triangle △OLμ1σ1 to △OLΨ1OR and △OLμ2σ2 to △OLΨ2OR, 
we can have the following relations:  

 1 2

1 1 1 2 2 2
,L R L L R L

R R

O O O O O O
O O

 
     

   (4) 

where L RO O =b, 1 1  = 2 2 f   , 2RO Z  and 2 1 H   . Then we obtain  

 
2 1L Lp O O

fb fb
Z Z H

  

 


 (5) 
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where p is the width of a pixel on image. Next, we can have the following equation by 
rearranging (5): 

 
2pZ

H
fb pZ




 (6) 

where H is the depth-change when a pixel change in the image, and is called the pixel 
resolution. Assuming /fb Z H , the following approximation will be obtained, 

 
2pZ

H
fb

  (7) 

In addition, the (6) is true with the condition: 

 fb pZ  (8) 

Therefore the limit value of Z is 

 fb
Z

p
  (9) 




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

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hPp

 
Fig. 4. Geometry relation of f and p. 

For single image, the f, b and p are all constants. Thus there is no depth information from a 
single image. Furthermore, consider Figure 4, and we will have: 

 
 2 tan 2
hP

f p
k

 
   

 
 (10) 

where k is the horizontal view angle, Ph is the horizontal resolution of the camera. 

Combining (6) with (10), we will have: 

 
 

2

/ 2 tan 2h

Z
H

P b k Z

   

 (11) 

From (11), the relation between baseline and pixel resolution are shown in Figure 5. Obviously, 
the pixel resolution and baseline are in a nonlinear relation. Moreover, they are almost in 
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inverse proportion. The accuracy of system depends on choosing an appropriate baseline. In 
general, if small pixel resolution is expected, one should choose a larger beseline. 

 
Fig. 5. The pixel resolution H with different baseline for stereo vision system setup. 

3. Searching for corresponding points 

The stereo vision system includes matching and 3D reconstruction processes. The disparity 
estimation is the most important part of the stereo vision. The disparity is computed by 
matching method. Furthermore, the 3D scene could be reconstructed by disparity. The basic 
idea of disparity estimation is using the pixel intensity of a point and its neighborhood on an 
image as a matching template to search the most matching area on another image (Alagoz, 
2008; Wang & Yang, 2011). The similarity measurment between two images is definded by 
correlation functions. Based on different matching unit, there are two major categories of 
matching method which will be discussed. They are area-based matching method and 
feature-based matching method. 

3.1 Area-based matching method  

A lot of area-based matching methods have been proposed. Using area-based matching 
methods, one can obtain the dense disparity field without detecting the image features. 
Generally, the matching method has good results with flat and complex texture images. 
Template matching method and block matching method are relatively prevalent methods of 
the various area-based matching methods. Hu (2008) proposed the adaptive template for 
increasing the matching accuracy. Another example is proposed by Siebert et al. (2000). This 
approach uses 1D area-based matching along the horizontal scanline. Figure 6 illustrates the 
1D area-based matching. Bedekar and Haralick (1995) proposed the searching method with 
Bayesian triangulation. Moreover, Tico et al. (1999) found the corresponding points of 
fingerprints with geometric invariant representations. Another case is area matching and 
depth map reconstruction with the Tsukuba stereo-pair image (Cyganek, 2005, 2006). In this 
case, the matching area is 3×3 pixels and the image size is 344×288 pixels (download from 
http://vision.middlebury.edu/stereo/eval/). The disparity and depth map are 
reconstructed and the depth information in the 3D scene are obtainded. The results are 
illustrated in Figure 7.  

However, there are still some restrictions for area-based matching method. Firstly, the 
matching template is established with pixel intensity, therefore the matching performence 
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are depedent on brightness, contrast, and textures. If the brightness is changed a lot or 
textures are monotonous, the matching performence will not be good. Secondly, the 
matching results will not be good when the image with depth discontinuity or masking. 
Last, the computational complexity is very high. Therefore, the feature-based matching 
methods are developed for improving the defects of area-based matching method. 

 
Fig. 6. 1D area-based matching along the horizontal scanline. 
 

 
(a) (b)

 
(c) (d)

Fig. 7. (a) Left image. (b) Right image. (c) Disparity map. (d) Depth map. 
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3.2 Feature-based matching method  

The feature-based matching method is matching the corresponding points on image with 
the features of the scene. To highlight the information of space, the features are more easily 
than the pixel intensity of area. Moreover, feature-based matching method is more robust 
than area-based method for brightness changing. There are two steps for the feature-based 
matching method. They are feature extraction and feature matching. The features are 
usually the lines, corners or planes in the image. The specific operators are utilized for 
extracting the features. 

Many feature-based matching methods have been proposed for searching the feature 
correlation between the right and left images. Both the intensity and orientation of the 
features could be the matching templates for searching the correspondence of the features. 
Therefore, for the depth discontinuity or masking problems, the feature-based matching 
method can obtain better matching result. In addition, feature-based matching method 
computes only for the features istead of all pixels, hence the computing load is smaller than 
area-based matching method. Olson (2002) proposed the matching method based on 
statistics. This method extracted a few eigenvectors as the matching templates, and it used 
the maximum-likelihood for template matching. 

Moreover, the phase-based image matching is also a very accurate matching method 
(Muquit et al., 2006). The images are transformed into frequency domain by 2D Discrete 
Fourier Transforms (2D DFTs). The best matching vector is obtained by computing the 
phase correlation function. Figure 8 is a simulation of phase-based image matching. The 
example image is “Cristo Redentor” in Brazil and the image sizes are both 119×127 pixels. 
Figure 8(c) is the phase correlation of Figures 8(a) and 8(b). From Figure 8(c), we can see that 
the peak is located at (111, 126), and hence the motion vector is (8, 1). 

Similarly, feature-based matching method have two restrictions. Firstly, the dense disparity 
field could not be obtained. Therefore, it is not easy to reconstruct the complex 3D scene. 
Secondly, the matching performance is affected by feature extraction results directly. In 
other words, if the features are too sparse, the matching results will not be good. 
 

 
(a) (b) (c)

Fig. 8. Case simulation of phase-based image matching. 

Since botth the area-based and feature-based matching methods have some restrictions, the 
hybrid matching algorithm has been proposed in recent years. For example, Fuh et al. (1989) 
combined the optic flow and block matching algorithm for increasing the matching 
performance. In this chapter, we will combine the feature points and epipolar geometry 
constraint for reducing the computation. 



 
Stereo Matching Method and Height Estimation for Unmanned Helicopter 

 

31 

3.3 Feature points detection  

There are usually millions pixels in an image, therefore how to extract the significant feature 
points is the interesting research topic. Including edge detecting method (Canny, 1986), 
Tabu search algorithm (Glover, 1989, 1990), neural network (NN) (Takahashi et al., 2006) or 
Hough transform (Duan et al., 2010) are useful methods for extracting the special features 
from an image. However, the point sets of lines or edges are still too large. In addition, the 
searching speeds of most feature extracting algorithms, such as Tabu search, are not fast 
enough for real-time stereo vision systems. Consequently, the Harris corner detector (Nixon 
& Aguado, 2008) is proposed for detecting the feature points. 

The main principle of Harris corner detector is using the Gaussian filter to detect the 
cornersresponse of each pixel in the image. Gaussian filter can not only enhance the 
significant corners, but also remove the undesirable corners. Moreover, it can reduce the 
probability of misjudgment. Although the Harris corner detector is a very useful tool, it 
requires a lot of computing time. Therefore the corner detection operations are applied only 
for the basic rectangle to reduce computation time. 
 

 
(a) (b) (c) 

 
(d) (e) (f) 

 
(g) (h) (i) 

Fig. 9. The simulations of the image processing and feature extraction results. (a) The test 
image 1. (b) The binary image and the basic rectangle of test image 1. (c) The corner 
detection result of test image 1. (d) The test image 2. (e) The binary image and the basic 
rectangle of test image 2. (f) The corner detection result of test image 2. (g) The test image 3. 
(h) The binary image and the basic rectangle of test image 3. (i) The corner detection result of 
test image 3. 

The following demo example shows the results of landmark image corner detection. The 
procedure is described as follows. 

Step 1. Detect the corners of the image in the basic rectangle. 
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Step 2. Detect the convex corners of the label ‘H’. 
Step 3. Label the convex corners and extract the four most outside corners of the label ‘H’. 
Step 4. Find the intersection of the diagonals, and designate it as the approximate center of 

the landmark image. 

Some examples for demonstrating the Harris corner detector are illustrated in Figure 9. 
Several advantages can be summarized from Figure 9. The Harris corner detector is very 
robust for corner detection. Moreover the Harris corner detector could not only detect the 
edges but also the corners of the object. The detection procedure with the basic rectangle 
segmentation can greatly enhance the detecting efficiency. 

3.4 Epipolar geometry constraints 

The epipolar geometry is the intrinsic projective geometry between two cameras. It only 
depends on the camera internal parameters and relative position. The fundamental matrix F 
is the algebraic description of the epipolar geometry. Epipolar geometry between two views 
is illustrated in Figure 10. 

π

 
Fig. 10. Epipolar geometry. 

From Figure 10, a point K in the 3D space is projected on Π and Π’ respectively. The point k 
in Π corresponds to an epipolar line l’ line on Π’, and it can be represented as:  

 'l Fk  (12) 

where F is fundamental matrix, k = (x, y) and l’= (a b c)T. The point k’ = (x’, y’) lies on l’, then: 

 ' ' ' 0T Tk l k Fk   (13) 

Rewrite equation (13) as: 
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(14)
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Based on Hartley’s 8-point algorithm (Hartley, 1995), (14) can be further represented as: 

 11 21 31 12 22 32 13 23 33' ' ' ' ' ' 0xx f xy f xf yx f yy f yf x f y f f          (15) 
Rewrite (15) as: 
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(16)

 
With 8 points, (16) can be solved. 

Under epipolar geometry constraint, searching of the corresponding points will be reduced 
from 2D image to one line. 

3.5 Block matching algorithm (BMA) 

The key point of the stereo vision is how to search the corresponding points quickly and 
effectively. Epipolar geometry constraint is the typical skill for finding the corresponding 
points. However, movement of stereo vision systems will cause the images blurred. 
Moreover, since the resolution of webcam is pretty low, the task of searching the 
corresponding points becomes difficult. Here we will apply the block matching algorithm 
(BMA) for searching the corresponding points. 

BMA is a standard technique for encoding motion in video sequences. It aims at detecting 
the similar block between two images. The matching efficiency depends on the chosen block 
size and search region. It is not easy to choose an appropriate block size. Usually, bigger 
blocks are less sensitive to the noise but will spend more computation time. Fast matching 
methods for searching the corresponding points have been proposed in some representative 
studies (e.g. Tao, 2008). Tao’s method is to match the reference block in the left image and 
the candidate block on the epipolar line in the right image. Here we need more accurate 
matching results for finding out the corresponding points. Therefore, the full-search (FS) is 
used for achieving better searching results. 

In Figure 11, the sum of absolute difference (SAD) is used for the block similarity 
measuring. The first pixel of the chosen block on left image is (x, y) and the block size is 
N×N. The search region on the right image is defined to be a rectangular with the image 
width as the width and height of 2k. Since the left and right cameras of the stereo vision 
system are placed on the same line, the k can be small in order for reducing the 
computation time. 
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Fig. 11. Block template and the search region. 

3.6 Matching cost function  

The matching cost function is a norm to represent the degree of correctness of a match. The 
smaller the matching cost, the higher the correctness. The sum of squared differences (SSD) 
and normalized cross correlation (NCC) are frequently used matching cost functions other 
than SAD. Functions of SAD, SSD, and NCC are illustrated as (17-19). 

  (x i,y j) ( ,( ) )0 0( , , , ) R_Image L_imagei m j n
x r i y s ji j

SAD x y r s
 

      
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   2
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x r i y s ji j
SSD  
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(19)

 
where m and n are the length and width of the block, (x, y) is the position of the block on 
right image and (r, s) denotes the motion vector.  

Comparing these matching cost functions to norms in algebra, the SAD is analogous to an 1-
norm in algebra, and the SSD is analogous to a 2-norm in algebra. And the NCC uses an 
inner-product-like operation. Obviously the computation complexity of SAD is lower than 
the other matching functions. The SAD is the most frequently used matching cost function 
in applications since it is one of the more computationally efficient methods. The advantage 
of SAD has been mentioned in literatures (Humenberger, 2010; Point Grey Research Inc., 
2000; Bradski, 2010). In our application, the computation time is an important factor, 
therefore the SAD will be the matching cost function for searching the correspondence.  

4. Camera calibration 

A camera calibration is done to build the relationship between the world coordinates and 
their corresponding image coordinates. Consider a pinhole camera model (David & Ponce, 
2002) as shown in Figure 12. The camera parameters can be distributed into intrinsic 
parameters and extrinsic parameters (Hartley & Zisserman, 2003). 
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Fig. 12. Pinhole camera model and projective transformation between world and camera 
coordinate system. 

Based on the collinearity equation and the pinhole camera model (Luhmann et al., 2007), the 
transformation between image point and reference point can be represented as 
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
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(20)

 

where  ,q q  is a reference point on the image. Re-arrange equation (20), we will have: 
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L X L Y L Z L qL X qL Y qL Z q
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(21)
 

Equation (21) is equivalent to 
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The coefficients L1 ~ L11 are called DLT parameters. In order to solve (22), at least 6 control 
points are required. 
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The special orientation of camera can be reconstructed by DLT parameters. The principal 
point  0 0,q q  is  
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where   1
2 2 2
9 10 11J K K K


    , and the principal distance is  
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The elements of the rotation matrix R are 
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The position of the camera center will be given by 

 

1
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0 5 6 7 8

0 9 10 11 1
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
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            

(26)

 
From (23) -(26), the camera matrix C is obtained. 

 C KP  (27) 

where K, called four-parameter, is given by: 

 
1

x x

y y

f p
K f p

 
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 
   

(28)

 
and P, called camera matrix, is given by: 

 
 |P R t

 (29) 

where t is the translation matrix. 
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There are many ways to solve the camera matrix P. Least square method, SVD or pseudo-
inverse method can be used in the case of an over-determined system. For example, Hartley 
(1997) used the specific form of Kruppa’s Equation and explicitly in terms of singular value 
decomposition (SVD) of fundamental matrix for calculating the focal length of camera; 
Zhang (1999) proposed the camera calibration procedure by using specifically model plane; 
and Heikkilä (2000) proposed the 4-step camera calibration procedure to solve the projective 
relation between the model plane and the image plane. Here the calibration of the webcam 
is base on Zhang’s procedure for solving camera matrix P. 

The Matlab® based toolbox developed by Bouguet (2008) is used for camera calibration. The 
image size is 640×480 pixels and the intrinsic parameters of the webcams and camera matrix 
are shown in Table 1. 
 

Focal Length 
Left camera Right camera 

fx fy fx fy 
688.92 690.84 690.62 690.30 

Principal point 293.70 237.91 289.32 242.02 

Table 1. Intrinsic parameters of the webcams. 

5. Experimental results 

In our applications, the stereo system will provide the real-time height information for 
AUHs. It is necessary that the method should be simple and fast. The local search BMA and 
epipolar geometry constraints are utilized for searching the stereo corresponding points. 
There are three parts in this section. In the first part, corresponding points with fundamental 
matrix are searched and the BMA sreaching are verified. Next, the simulations of height 
estimation for AUHs are illustrated. The third part of this section demonstrates comparison 
of our methods with some other methods. 

5.1 Measurement results of epipolar geometry constraints and BMA 

From Table 1, the corresponding points can be obtained with BMA and epipolar geometry 
constraint from the obtained parameters of the webcams. As mentioned above, the 
fundamental matrix can be solved by the left and right camera matrices. An example shows 
the two images under the epipolar geometry constraint, and the results are shown in Figure 
13. Right images are the reference images, and the corresponding points are lying on the 
epipolar lines of the left images. 

Figure 14 demostrates the corresponding points searching results with grid board. Almost 
all matching points between two images in specific area have been found out. The 
estimation results of different distances are shown in Figure 15. In the simulations, the 
measurement range is from 50 cm to 600 cm. Figure 15 shows that the error of estimation is 
less than 10 cm when the distance is 225 cm and baseline is 10 cm. When the distance is 300 
cm with baseline being 15 cm, the estimation error is less than 10 cm. When the distance is 
425 cm with baseline being 25 cm, the error of estimation is less than 10 cm. When the 
distance is 475 cm with baseline being 25 cm, the estimation error is less than 10cm. So we 
can conclude that the wider the baseline is, the further the measurement distance is. 
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Left image 

 
Right image 

(a) The first pose of target. 

 
Left image 

 
Right image 

(b) The second pose of target. 
 

Fig. 13. Epipolar geometry constraint. 

 

 
 

Fig. 14. Searching results of corresponding points with epipolar geometry constraint. 
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Fig. 15. Estimation errors with epipolar geometry constraint method. 

For the BMA, Figure 16 shows that the size of the template block on left image is 5×5 pixels, 
the searching range is 640×10 pixels and the distance of target is 700 cm. The estimation 
results of different distances by BMA are shown in Figure 17. 

From Figures 15 and 17, we can conclude that the measurement distance increase with 
baseline increasing. We can also conclude that the range of measurement distance of BMA is 
more than that of epipolar geometry constraint method, in the sense of the same error 
tolerance. However, as the measuring range increasing, BMA searching results almost in the 
same range because of the low resolution of the image, and this causes that the 
measurement error increases quickly. 

 

 
Left image (Baseline 25cm) Right image (Baseline 25cm) 

Fig. 16. Searching corresponding points with BMA. 
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Fig. 17. Estimation errors with BMA. 

5.2 The simulations of height estimation for AUHs 

In this section, some stereo pairs of aerial photographs are captured for demostrating our 
methods. Figures 18 through 21 illustrate the stereo pairs captured at different heights 
including 10.1m, 8.2m, 5.3m and 3.7m with baselines 10cm, 15cm, 20cm and 25cm. The 
Figure (c) of each figure group is an example for demostrating the height estimation. Figure 
22 illustrates the results of image proccessing. Figure 22(b) is the edge image of the 
landmark and Figure 22(c) is the disparity map.  

 

 
(a) Baseline 10cm (b) Baseline 15cm 

 
(c) Baseline 20cm (d) Baseline 25cm 

Fig. 18. Stereo pictures captured at height 10.1m. 
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(a) Baseline 10cm (b) Baseline 15cm 

 
(c) Baseline 20cm (d) Baseline 25cm 

Fig. 19. Stereo pictures captured at height 8.2m. 
 

 
(a) Baseline 10cm (b) Baseline 15cm 

 
(c) Baseline 20cm (d) Baseline 25cm 

Fig. 20. Stereo pictures captured at height 5.3m. 
 

 
(a) Baseline 10cm (b) Baseline 15cm 

 
(c) Baseline 20cm (d) Baseline 25cm 

Fig. 21. Stereo pictures captured at height 3.7m.  
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(a) Stereo pair (b) Edges of the stereo pair 

(c) Disparity Map 

Fig. 22. Image processing and disparity computing results of Figure 21(b). 

The estimating results of the simulations are illustrated in Figure 23. In Figure 23, the x-axis 
are the length of baselines, the y-axis are the estimation errors, and all the quanties in this 
figure are in meters. We can find from the figure that the estimation error is decreasing as 
the baseline increasing. And as the height growing with the baseline unchanged, the 
estimation error is increasing. When the height is 10.1m and the baseline is 10cm, both the 
errors of BMA and epipolar geometry constraint are over 2.5m. We can also conclude that 
the estimation errors by BMA will be less than those by epipolar geometry at the same 
condition. 

 
Fig. 23. Estimation results of landing simulations via BMA and epipolar geometry constraint. 
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5.3 Comparison of our methods with other methods 

In Humenberger’s work (Humenberger et al., 2010), a comparison of prosessing speed of 
some real-time stereo vision systems has been made. The proposed methods in this chapter 
are computed on the platform of CPU. The methods of Point Grey Research Inc. (Point Grey 
Research Inc., 2000), and Bradski (Bradski, 2010) are also computed on the platform of CPU. 
Table 2 shows the processing speed of these two systems comparing to our methods with 
Fig. 22(a) as the test image and SAD as the matching cost function. The size of the test image 
is 640×480. The processing speed is given in frames per second (fps). 
 

Reference Frames per second (fps)  
Point Grey Research Inc. 34.5 
Bradski 21.1 
Our method 1  
(Epipolar Geometry Constraint) 24.6 

Our method 2  
(BMA) 20.1 

Table 2. Computation time of different matching methods. 

6. Conclusion  

For general purpose of helicopter autonomous flight, GPS is very useful. However, 
position information provided by GPS is not accurate enough for autonomous landing of 
an helicopter. The stereo vision system is designed to assist GPS while helicopter is 
autonomous landing. For small unmanned helicopters, the effective measuring range of 8 
m is enough for landing control. The stereo vision system is a very competent sensor for 
height estimation. On the helicopter autonomous landing problem, stereo vision system 
could estimate the height of the helicopter. In this chapter, we proposed a low cost stereo 
vision system which is much cheaper than a GPS. The proposed system can provide 
acceptably accurate height information for the unmanned helicopter landing control 
system in certain range. 

From the simulation results, it is evident that different baselines will produce different 
measurement results. The wider the baseline is, the longer that the system can be used for 
height estimation with acceptable range of error. Comparing the height estimation error of 
GPS, we can conclude that the system indeed provides more accurate information of height, 
and it is more useful for the helicopter autonomous landing. To increase the measurement 
range, one should use cameras of higher resolution and/or increase the baseline. 

There are three major works need to be concerned in the future study. Firstly, maybe it is 
neessary to increase the number of cameras for expanding the camera range. In recent years, 
multi-view 3D construction technology had made significant progress. The 3D 
topographical construction with multi-view images that appears to be feasible. The second, 
the BMA should be further improved. A lot of search methods have been proposed for 
speeding-up or ameliorating the matching performance. Therefore our approach will be 
more improved. Finally, the orther matching method (e.g. region matching) will be 
attempted for better matching performance. 
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1. Introduction

Modern cars and robots act and interact more and more autonomously. Therefore they are
equipped with a set of various sensors to monitor their surroundings. Depending on the
application of such devices, different aspects of the measurement data are relevant and have
to be extracted during post processing. The evenness of the movements depends on the
sampling rate of the sensors. Yet for close interaction with people a very reliable information
about the environment is necessary.

Autonomous vehicles are very common in work processes as in hospitals or production
facilities, but the interaction possibilities are currently very limited. In experimental setups
cars can drive fully autonomous and robots can directly interact with a person. The difference
between both situations is the availability of computation power needed for an acceptable
price.

Nevertheless, the continuous development of electronics provide devices with higher
computation power, such as graphic processing units (GPUs) or field programmable gate
arrays (FPGAs). The structure of GPUs and FPGAs has to be kept in mind when programming
such devices. Therefore an algorithm has to be adapted and optimized or altered respectively,
towards this structure, for the individual usage, which results in high design efforts.
Combining general purpose CPUs with either GPUs or FPGAs the problems of computation
power for embedded systems will be reduced in the near future.

Having an environment which is optimized for the visual perception of the human eye,
autonomously acting robots and cars need access to information of the environment, which
can be extracted by optical observations of the surroundings. For orientation in a 3-d
environment with moving objects a 3-d representation of the surroundings is needed. Using
vision based measurement systems the 3-d-information can be gained by mono and multi
camera systems (with stereo camera systems as the minimal setup) Favaro & Soatto (2007).
Processing stereo images needs complex algorithms, which are running continuously at a
high frame rate to provide the necessary information for an accurate perception of the objects
in time.

In this chapter a high speed calculation of depth maps from stereo images based on FPGAs
is introduced. Therefore several cost functions and post processing methods for increased
reliability are evaluated. The implementation should be platform independent for easy
adaptation to new FPGA-hardware.
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2. Calculation of depth maps of stereo images

The principle of stereophotogrammetry relies on the functionality of the human eye and is
very long known and well established. It has been used primarily by architects and for
geological surveying in civil engineering. In the beginning analog photographs were analyzed
by human operators. At a later stage the analog photographs were digitized to allow a faster
analysis by computers, thereby enhancing speed and accuracy.

In stereo photogrammetry a set of two cameras is used to gain 3-d-information about the
environment. Therefore the parameters of the camera setup must be estimated with high
accuracy and must be held constant during the measurement process. In the standard case
of stereophotogrammetry the position of the cameras and the angle between cameras optical
axis can be chosen freely, unless parts of the fields of view of both cameras are overlapping.
For processing stereo images taken in the standard case of stereophotogrammetry the
calibration process (Albertz & Wiggenhagen, 2009, pp. 247) has a high complexity and the
correspondence analysis has to cover a wide range. To reduce the calibration effort as well as
the range for the correspondence analysis the normal case of stereophotogrammetry as shown
in figure 1 is used. In this setup two identical cameras are arranged with parallel optical axis
are used, while the image sensors are exactly aligned.

b

f

P

xl xr

Ol Or

X

Z

Y

Z

Fig. 1. Normal Case of Stereophotogrammetry

In figure 1 X,Y and Z are the 3-d coordinates of the world coordinations system and x and
y are the coordinates of the 2-d image coordination system, with the axes parallel to X and
Y. b is the base width, which represents the distance between the perspective centers of both
cameras. Ol and Or are the focal points of both cameras while f is the focal length. Having a
scene point P with its representation at xl, yl in the left image and xr, , yr in the right image its
distance Z can be calculated via triangulation. d, known as disparity, is in inverse proportion
to Z. It can be determined using equation (1) (Faugeras, 1993, pp. 175).

d = xl − xr (1)

Having c named as the camera constant, the world coordinates can be estimated from digital
stereo images using the equations in (2). c is the focal length divided by the pixel size.

X = xl · b
d

; Y = yl · b
d

; Z = ck · b
d

(2)
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Ideally only the base width b and the camera constant c need to be estimated during the
calibration process for a stereo camera system arranged in normal case (Trucco & Verri, 1998,
p. 140). Yet the lenses, used in cameras, are distorting the images depending on the focal
length f . The quality of the lenses has an effect to the representation of the image as well.
Thus parameters for the image distortion have to be estimated during the calibration process
additionally.

The next step lies in the estimation of the image coordinates. While having xl and yl of the left
image, the representation xr of the scene point P in the right image is needed for triangulation,
thus the information has to be retrieved by comparing both images. This operation is known
as the correspondence problem and is solved by using methods of correspondence analysis.

3. Correspondence analysis

The correspondence analysis is as important as the calibration for generating a dense and
reliable depth map. Thus many algorithms have been developed to solve the correspondence
problem. Finding the representation of an object in two images taken from a slightly different
angle is a very difficult and calculation power consuming task as every pixel of one image has
to be compared to every pixel of the other image.

While global methods (Narasimha, 2010, pp. 15) are used to search iteratively for the best
depth map of a stereo image pair, with pixel based methods corresponding pixels in both
images are searched for. Pixel based methods for correspondence analysis can be divided into
feature based and block based algorithms.

Feature based algorithms provide reliable depth maps, yet with a low density. With feature
based algorithms characteristic features are determined for both stereo images. Using these
features the images are compared and the depth information is extracted. The features are
ideally unique to the region (Trucco & Verri, 1998, pp. 145), such as corners, edges and lines.
The Speed-Up-Robust-Features (SURF)-algorithm Bay et al. (2008) is an example for a fairly
new feature based method and allows a unique and robust identification of blob-like regions
using a set of haar-like features, which is independent regarding size and angle. Applying
these methods just a few positions have to be compared and computation power can be saved.
Thus a lot of high speed stereo algorithms were feature based in the past (Szeliski, 2010, pp.
475). Due to the low resolution of the depth map these algorithms are very useful for high
accuracy measurements of 3-d-information in known environments. Yet the representation
of unknown objects in changing environments via feature based algorithms is a difficult task,
because it can’t be ensured that all objects are covered with feature points.

Block based methods (Narasimha, 2010, pp. 15) for correspondence analysis are able to
generate relatively dense depth maps, while searching for corresponding blocks for every
pixel in the stereo image pair, though with a lower reliability. Dense depth maps have a higher
probability to represent all objects in an unknown scene. For block matching algorithms a
block taken from the reference image is compared with a set of equally sized blocks of the
search image. By varying the number of reference blocks and the number of search blocks
the resolution of the depth map can be adjusted. In case of block matching the resolution
corresponds directly to the calculation effort.

Applications like driver assistance systems or obstacle detection for autonomic robots need
specific processing times that implies real time processing with high requirements. On the
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other side theses applications need a relative exact measurement and require usually a large
measurement range. Close objects have high disparities but are most important for collision
avoidance systems. To ensure that all objects in a scene are covered by the depth map a
fairly dense depth map is required. This is especially important if the scene is analyzed using
statistic methods e.g. grid based approaches. In grid based approaches the environment is
represented by cells of a specific size arranged in the so called grid. Each cell contains the
occupancy grid. For safety a high reliability is important.

In embedded systems algorithm designers have to deal with massive restrictions according
to memory size and calculation power. This is a difficult task for image processing but even
more difficult for stereo image processing as two images, taken at the same time, have to be
compared. Therefore the usage of simple but effective algorithms is necessary.

3.1 Cost functions for block based algorithms

For comparing reference and search blocks cost functions are used. The traditional criteria
such as normalized-cross-correlations-function (NCCF), the sum-of-absolute-differences
(SAD) shown in equation (3) and the sum of squared differences (SSD) shown in equation
(4) are motivated by signal processing applications. Pr(i, j) is the gray value of a pixel of the
reference block at the position i,j. F(ξ + i, η + j) is the gray value of a pixel of the search block
at the position i,j and displaced by ξ, η.

SAD(ξ, η) =
n−1

∑
j=0

m−1

∑
i=0

|Pr(i, j)− F(ξ + i, η + j)| (3)

SSD(ξ, η) =
n−1

∑
j=0

m−1

∑
i=0

(Pr(i, j)− F(ξ + i, η + j))2 (4)

By replacing the gray values of the image with the zero mean gray values Pr(i, j) and
F(ξ + i, η + j) according to the current block the SSD and the SAD gain robustness regarding
brightness variations between both images. The zero mean versions are called ZSAD and
ZSSD. The best block combination results in minimal value (ideal zero) for the cost functions
SAD, ZSAD, SSD and ZSSD, as they determine the differences between two blocks. In
equation (5) the ZNCCF zero-mean-normalized-cross-correlation-function is shown using the
same terms as used for the SAD and the SSD. The normalization improves the robustness
against image capture variances of both cameras. The values of the ZNCCF range from
-1 to 1 due to the normalization. The best fitting block combination can be identified by
ZNCCF-values close to 1.

ZNCCF(ξ, η) =

n−1
∑

j=0

m−1
∑

i=0

(
Pr(i, j) · F(ξ + i, η + j)

)
√

n−1
∑

j=0

m−1
∑

i=0
Pr(i, j)

2 · n−1
∑

j=0

m−1
∑

i=0
F(ξ + i, η + j)

2
(5)

The Census-transformation (Zabih & Woodfill, 1997, pp. 5) on the other hand is fairly new and
motivated by vision systems for robots with strong capabilities for comparing image blocks.

First both images are converted using the Census-transformation shown in fig. 2. A block with
an odd number of pixels in horizontal and vertical directions is transformed by comparing the
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⎡
⎢⎢⎢⎢⎣

41 154 115 211 27
203 67 21 137 246
79 167 (58) 255 1

135 176 233 20 198
42 191 39 113 209

⎤
⎥⎥⎥⎥⎦ =⇒

⎡
⎢⎢⎢⎢⎣

0 1 1 1 0
1 1 0 1 1
1 1 X 1 0
1 1 1 0 1
0 1 0 1 1

⎤
⎥⎥⎥⎥⎦ =⇒ 01110 11011 1110 11101 01011

Fig. 2. Census-Transformation of a 5 x 5 px-Block

gray values of all pixels with the pixel at the center (in brackets). If the gray value is lower
than the value in the center of the block its value is set to zero otherwise it is set to one.
Then these values are assembled to a bit vector of 24 bits and assigned to the position of the
center pixel. The block size is usually smaller than the block size used for the correlation.
The Census-transformation is only coding the surrounding structure of the pixel, but not the
gray values. The Census-transformation is robust against variations of brightness, but shows
a sensitivity to high frequency noise.

Next the blocks of the Census-transformed images are compared using the hamming distance.
Since the hamming distance of the Census-tranformed images detects differences between
reference and search block like the SAD and the SSD, low values indicate good block
combinations. Since the correlation of the image blocks is only a binary operation it is suitable
for a hardware implementation (Pelissier & Berry, 2010, p. 7) and can be easily realized using
combinational logic (Zabih & Woodfill, 1997, p. 7)(Jin et al., 2010, p. 2).

⎡
⎢⎢⎢⎢⎣

115
21

79 (58) 1
233
39

⎤
⎥⎥⎥⎥⎦ =⇒

⎡
⎢⎢⎢⎢⎣

1
0

1 X 0
1
0

⎤
⎥⎥⎥⎥⎦ =⇒ 10 10 10

Fig. 3. Mini-Census-Transformation on a 5 x 5 px-Block

The Mini-Census-transformation (Chang et al., 2010, pp. 3) is optimized for saving
computation power by reducing the length of the bit vector for each Census-transformed pixel
to 6 bits instead of 24 bits, as shown in fig. 3. This reduces the implementation effort on either,
the Census-transformation as well as the calculation of the hamming distance, while its results
are nearly as good as the ones using the full Census-transformation.

3.2 Comparison of cost functions

To find the best suited method for calculating depth maps from stereo images several
cost functions were evaluated. In Hirschmueller & Scharstein (2009) an overview of the
comparison of several methods for stereo matching by usage of the middleburry stereo dataset
Scharstein (2011) is given. Therefor different methods, using a set of cost functions, are
applied to radio-metrically clean as well as distorted image pairs. These image pairs vary
in size from 384 x 288 px to 450 x 375 px with a maximum disparity of 16 px or 64 px including
noise and varying brightness. As a result for block based matching the ZNCCF as well as the
Census-transformation performed well in most of the tests.
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This chapter covers straight block based correlation methods, as iterative methods are not
really suitable for real time processing on fast image sequences. First the depth maps of all
mentioned cost functions are evaluated by numbers of correct points compared to the ground
truth depth map provided within the middleburry datasets. For evaluation of the algorithms
the image pairs Art and Dolls from the middleburry stereo data set from 2005 Scharstein (2011)
are used. For meeting our test conditions these images were taken in original resolution
1390 x 1110 px and cut to 1024 x 1024 px (See fig. 4). For both datasets the disparity rises up to
220 px.

(a) Art Left Image (b) Art Left Image
Brighter

(c) Art Right Image (d) Art Ground Truth

Fig. 4. Middleburry Stereo Dataset Art

Following Scharstein & Szeliski (2002) and Scharstein (2011) the calculation of the depth maps
uses 5 x 5 px-blocks while the disparity range is extended to 256 px.

(a) SAD (b) SSD (c) ZSAD (d) ZSSD

(e) ZNCCF (f) Census (g) Mini-Census (h) Ground Truth

Fig. 5. Disparity Maps for various cost functions of the Stereo Dataset Art with unequal
exposure time
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Dataset Art Dataset Dolls
Cost
Function

Equal
Exposure

Unequal
Exposure

Equal
Exposure

Unequal
Exposure

SAD 42 % 0 % 51 % 1 %
SSD 43 % 1 % 52 % 1 %

ZSAD 51 % 34 % 57 % 42 %
ZSSD 51 % 35 % 57 % 43 %

ZNCCF 51 % 41 % 55 % 50 %
Census 55 % 46 % 57 % 52 %
Mini-Census 53 % 44 % 54 % 49 %

Table 1. Accuracy of the Depth Maps for Art and Dolls Depending on the Cost Function

While the results of all cost functions of the dataset Art with equal exposure time are very
similar to each other, the results for unequal exposure (see fig. 5) show distinct differences.
In table 1 the number of correctly estimated points, points with a maximal difference of the
disparity value regarding to the ground truth map, are listed for each of the cost functions
for equal as well as unequal exposure. The same information is given for the dataset Dolls,
yet only in numbers. The best results overall are gained using the Census-transformation,
followed by the ZNCCF and the Mini-Census-transformation. The simple SAD and SSD
show the worst results. Especially with the unequal exposure these functions are not a
good choice. Using the SAD and the SSD cost functions with zero-mean blocks show
acceptable results, and when using equal exposure the results are even comparable to the
best results of the Census-transformation. The biggest errors of the Census-transformation,
the Mini-Census-transformation and the ZNCCF appear at jumps of disparity. These results
can be verified by comparing the depth maps with the ground truth data.

3.3 Impact of the block size for correlation

The used block size for the correlation has a major impact on the results. For block based
approaches of stereo matching it is assumed that all pixels in a block have the same disparity
and the same information is available of both stereo images. The first assumption is violated
by all objects which are not aligned parallel to the imaging plane and all blocks with pixel
belonging to more than just one object (Faugeras, 1993, p. 191). The second assumption
collides with the terms of stereo image acquisition, due to the fact that both images are taken
from at least a slightly different angle.

Using small block sizes the impact of perspectively distortion and disparity jumps can be
minimized while the probability of disambiguation increases. Big block sizes reduce the
probability of disambiguation but leads to blurred edges and flattened small details (Kanade
& Okutomi, 1991, p. 1). By multiple applications of block based operations, as for the
Census-transformation and the correlation, using windowed hamming distance, the effect
is amplified (McDonnell, 1981, p. 2).

Usually the block size is estimated empirically. Empiric evaluation of the block size for the
SAD-function is covered by (Kisacanin et al., 2009, pp. 132) and (Scharstein & Szeliski, 2002,
p. 18). Kisacanin et al. (2009) compares the number of incorrect assigned pixels by varying the
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block size from 3 x 3 px to 11 x 11 px evincing the result, that the number of errors is decreasing
til a block size of 9 x 9 px is reached and is increasing above a block size of 11 x 11 px due to
the low pass filter effect of block based methods. (Scharstein & Szeliski, 2002, p. 18) comes to
a similar conclusion while the block size here is varied from 3 x 3 px to 29 x 29 px. For two of
the three test images the error is at its minimum between 9 x 9 px and 11 x 11 px.
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Fig. 6. Results of the Stereo Matching while Varying the Block Size Compared to the
Hardware Resources

As the results of both publications are mainly valid for the SAD function, an evaluation for
the Mini-Census-transformation was done varying the block size from 3 x 3 px to 19 x 19 px
supporting the result of the two publications working with the SAD as the most accurate
depth maps here are also calculated using 9 x 9 px and 11 x 11 px for the dataset Dolls. But for
the dataset Art the best results are gained by using a block size of 13 x 13 px. The number of
errors increases again past the block size of 17 x 17 px. In figures 10(a) to 10(d) in section 4.8 a
choice of depth maps is shown in order to visualize the effect of the block size. In 10(a) with a
block size of 3 x 3 px the susceptibility of small block sizes regarding to noise is obvious. Due
to a large number of incorrect block assignments the objects are almost indistinguishable. Is
the block size increased to the maximum of 19 x 19 px the edges are blurred and details of the
objects get lost. Using a block size of 9 x 9 px both effects afore mentioned are noticeable but
not prevalent.

To sum up the results are shown in the diagram in fig. 6 for the datasets Art and Dolls,
illustrating that the number of correct block assignments is rising fast for an increased block
size with its maximum between the block sizes from 9 x 9 px and 13 x 13 px and falling slowly
for bigger block sizes. Additional to the number of correct block assignments for both datasets
the diagram shows an estimation for the needed hardware resources. Having squared blocks
the hardware resources are rising quadratically. The values are standardized to the needed
resources of an hardware implemented stereo analysis for a block size of 7 x 7 px. It is obvious
that the stereo image analysis with a block size of 9 x 9 px needs more than one and a half of the
resources needed for a block size 7 x 7 px, while the average of the correct block assignment
is rising only about 4 % to 5 %. Thus it was decided to use a block size of 7 x 7 px for the
processing.
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4. Methods for improving the reliability of depth maps from stereo images

Concluding the above section it becomes obvious that straight block based methods always
create incorrect block assignments. To improve the reliability of depth maps, using these
methods, requires to identify them as incorrect assignments and exclude their values from
further processing steps.

The developed methods for improving the depth maps quality are working either iteratively
or exclusionary. Iterative methods generate depth maps with higher density and better
quality than preclusive methods always resulting in a higher need of computation power,
since a lot of intermediate steps have to be calculated as well. Thus the main advantage of
excluding incorrect points is that the needed computing power will be reduced, while the
main disadvantage is that always correct block assignments are excluded as well. Due to the
need of higher computation power iterative methods are not well suited for high speed stereo
image processing.

The preclusive methods often work with thresholds to keep the processing as simple as
possible. Therefore a good algorithm has to be designed in order to mainly exclude
incorrect assignments while ideally no correct assignments are excluded. In this section seven
known preclusive methods and their parameters are presented, modified and evaluated for
maximizing the number of correct points, while minimizing the number of incorrect points in
the depth map. The methods discussed in the next section are: maximal disparity, epipolar
lines, thresholds on cost function, first absolute central moment as filter for homogeneous
regions, the uniqueness constraint, the continuity constraint, left and right consistency check
and multi layer correspondence search.

All methods are introduced shortly and evaluated for their potential of excluding incorrect
assigned blocks. Furthermore the best use cases for each method is determined.

4.1 Physical criteria

The physical constrains can exclude many incorrect candidates for block assignments. The
maximal disparity is usually applied in restricting regions of searching for correct block
assignments. The same can be done for epipolar conditions. Restricting the area to the
epipolar line is easily realized for the normal case of stereophotogrammetry but rather
difficult in the standard case of the stereophotogrammetry (Faugeras, 1993, pp. 169). Physical
constraints will not be further discussed in this work as they can vary according to the camera
setup and the application. The maximum disparity is set to 256. For the epipolar condition
the normal case of stereophotogrammetry is used and the search area is reduced to an area
parallel to the lines of the image sensor.

4.2 Thresholds on the cost function

The threshold on the cost function can be easily applied to the results of the cost function and is
a very common method for improving the reliability. In case of the Census-transformation and
the Mini-Census-transformation the hamming distance determines the number of differences
between the binary vectors. The results of this test are given in table 2. The threshold
of 294 bit is the theoretical maximum of the hamming distance for a 7 x 7 px block and 6
bit Mini-Census vectors. Comparing identical blocks gives a hamming distance of zero.
An increasing number of differences between the compared blocks increases the hamming
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distance until the maximum of 294 bit in this case. By applying a threshold to the cost function
the maximal difference between both blocks can be limited (Fua, 1993, p. 2).

Dataset Art Dataset Dolls
Maximal
Hamming
Distance

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

294 Bit 97 % 49 % 48 % 97 % 57 % 55 %
150 Bit 97 % 49 % 48 % 97 % 57 % 55 %
100 Bit 87 % 54 % 47 % 90 % 61 % 55 %
90 Bit 72 % 62 % 45 % 83 % 65 % 54 %
80 Bit 54 % 70 % 38 % 73 % 68 % 50 %
70 Bit 39 % 76 % 30 % 61 % 71 % 43 %
60 Bit 27 % 78 % 21 % 48 % 72 % 35 %
50 Bit 17 % 79 % 13 % 34 % 72 % 24 %

Table 2. Impact of the Threshold on the Maximal Hamming-Distance on the Correlation
Result

The calculation of depth maps using various thresholds leads to table 2. All results are given
as the ratio of the possible 1048576 point (1024 x 1024 px) in the depth map. The column
”Valid 3-d Points“ represents the rate of the valid 3-d-points. In this case valid 3-d points
are identified as valid by applying the threshold on the cost function. The rate of correct
block assignments is given by the columns “Correct (Respectively)“ respectively to the valid
3-d points. Correct points show a difference of maximal one pixel for the disparity according
to the ground truth. In column “Correct (Absolute)“ the rate of all correct block combinations
according to the ground truth depth map is given. Thus it is possible to check how many
correct values are excluded. The tables 2 to 7 are setup in the same structure.

The results of both images are very similar. Excluding values with a high hamming distance
improves the quality of the depth map, by rejecting all points with uncertain matches from the
depth map. Yet a very small threshold results in rejecting correct points. In this application
a threshold of 90 bits is a good value for restriction via the hamming distance. Here the
number of correct points increases about 10% comparing to a threshold of 294 bit (same result
when no threshold is given) while only 3% of the correct values are rejected (see table 2).
With a threshold of 50 bits for the hamming distance a thin depth map is generated where
over 70% of the points are correct according to the ground truth map. The threshold on the
hamming distance performs well to rejects incorrect block assignments in case of occlusions
due to disparity jumps, but for homogeneous regions its capabilities are limited.

4.3 First absolute central moment for estimating homogeneous regions

Errors in the depth map occur with a high probability in regions of a stereo image pair with
low textural information. Especially affected are those areas having the same color or areas
covered by large shadows. By identifying blocks belonging to such regions errors can be
minimized (van der Mark & Gavrila, 2006, pp. 3).

One possibility to identify regions of low texture information is called interest operator,which
was introduced by (Moravec, 1977, p. 2) in 1977. The second central moment which complies
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with the variance is calculated in four directions (vertical, horizontal and both diagonals). The
minimum of these four values is used as the variance of the block. This interest operator is used
in (Konolige, 1997, p.3).

Applying the variance σ2 to the whole reference block (Falkenhagen, 1994, p. 4) is another
method to estimate areas with low textural information. This is demonstrated in equation (6)
for a block at the position i, j of an image. The block size is given by W, in either direction,
horizontally and vertically. Il(x, y) gives the intensity of the pixel at position (x, y).

σ2 =
1

(2W + 1)2

W

∑
k=−W

W

∑
l=−W

(Il (i + k, j + l)− μ)2 (6)

μ is the average of the intensity and arises from equation (7).

μ =
1

(2W + 1)2

W

∑
k=−W

W

∑
l=−W

Il (i + k, j + l) . (7)

Calculating the variance, according to equation 6, is not optimized for an
FPGA-implementation, due to the number of multiplications and divisions used. While
multiplications can be implemented in hardcore embedded multipliers, which are included in
most of the current FPGAs, a division is calculated in a resource consuming iterative process
(Tornow, 2009, p. 60). To minimize the number of multiplications in a hardware design, the
variance known as the second central moment can be replaced by the first absolute central
moment (eq. (8)), as used in the opencv library (Willow Garage, 2011, p. 259). In this case the
absolute values will prevent that positive and negative differences compensate each other.

μ =
1

(2W + 1)2

W

∑
k=−W

W

∑
l=−W

|Il (i + k, j + l)− μ| (8)

If the first absolute central moment is applied to blocks of the same size it can be modified,
in order to reduce the needed computation power by substituting the term 1/(2W+1)2 with
a constant 1/K. Both divisions can be avoided by multiplying the terms in- and outside the
summation with the factor K resulting in the equations (9) and (10). With these steps the
number of multiplications is reduced to one.

μmod =
W

∑
k=−W

W

∑
l=−W

|Il (i + k, j + l) · K − μmod| (9)

μmod =
W

∑
k=−W

W

∑
l=−W

Il (i + k, j + l) (10)

The first absolute central moment was applied to the reference image to identify and exclude
blocks with low textural information. Therefore a block size of 5 x 5 px was chosen as this
block size is used for the Census-transformation. To extend the block size would mean
to increase the memory needed, as only 5 lines of the original image are saved in the
FPGA-implementation. Different thresholds were used to reduce the number of incorrect
points in the depth map. The results are listed in table 3 as ratio of the maximal number
of points in the depth map in the same manner as in section 4.2.
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Dataset Art Dataset Dolls
Minimal First
Absolute Central
Moment

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

0 97 % 49 % 48 % 97 % 57 % 55 %
200 97 % 49 % 48 % 97 % 57 % 55 %
400 89 % 52 % 46 % 95 % 58 % 55 %
500 83 % 54 % 45 % 91 % 59 % 54 %
600 76 % 55 % 42 % 87 % 60 % 52 %
800 65 % 56 % 36 % 79 % 62 % 49 %
1000 57 % 56 % 32 % 71 % 64 % 45 %

Table 3. Impact of the First Absolute Central Moment to the Results of the Correlation

Increasing values lead to a higher reliability especially in areas with low textural information.
In regions with occlusions this method is not as effective. For the stereo dataset Art, starting
with a threshold of 600, a saturation of the reliability can be observed. Increasing the threshold
towards higher values will reject correct points. This is not the case for the dataset Dolls. A
threshold of 500 in this case, is a good compromise for a dense but reliable depth map as only
1–3% of correct points are rejected, while the reliability is increased by 2–5% .

In figures 10(e) and 10(f) the depth maps using thresholds of 500 and 1000 on the first absolute
central moment, are shown. The threshold of 500 shows a distinct filter effect in the depth map
(see fig. 10(e)). Comparing the depth map with the reference image, it becomes obvious that
rejected areas in the depth map correlate with homogeneous colored surfaces in the reference
image (see fig. 4(c)). The depth map in fig. 10(f)) shows that the effect of a threshold of 1000 is
even stronger. In comparison to fig. 10(e)) the loss of correct block assignments is obvious.

4.4 Uniqueness constraint

The uniqueness constraint was introduced in (Marr & Poggio, 1979, p. 3), it implies that only
one disparity value can be assigned to every element of a stereo image. It is substantiated by
the physical position of an object which leads to a representation in the reference image and
the search image a like alike. Only occlusions by transparent objects violate this constraint
(van der Mark & Gavrila, 2006, p. 3).

If the first local minimum C1 as well as the second local minimum C2 of the cost function is
determined and saved during the correlation process, the uniqueness Cd can be calculated by
equation (11).

Cd =
C2 − C1

C1
(11)

If the clearance between C1 and C2 is small, the uniqueness is small, while the probability of
an uncertain result is high. By applying a threshold (see fig 7a) ) multi-assignments can be
reduced (Hirschmueller & Scharstein, 2009, pp. 6).

Often just the lowest cost function values as shown in fig. 7 are taken for evaluation, due
to the complexity of searching for local minima. In this case correct block assignments can
be rejected due to a double minima if the eq. 11 (see fig. 7b)) is applied. A double minima
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Fig. 7. Problem of Double Minima (inspired by Hirschmueller & Scharstein (2009))

occurs if the real minimum is located between two values. To avoid this problem equation 12
compares the first minimum C1 and the third minimum C3 (Hirschmueller & Scharstein, 2009,
pp. 6). Uncertain minima are still rejected by this method as shown in fig. 7c). This method
performs usually well if the threshold lies between 5 –20 % (van der Mark & Gavrila, 2006, p.
4).

Cd =
C3 − C1

C1
(12)

The effect of this method was examined by applying thresholds ranging from 0 % to 25 % to

Dataset Art Dataset Dolls
Minimal
Distance

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

0 % 97 % 49 % 48 % 97 % 57 % 55 %
2 % 93 % 51 % 47 % 93 % 59 % 55 %
5 % 79 % 57 % 45 % 83 % 64 % 53 %
7 % 69 % 63 % 43 % 76 % 68 % 52 %
10 % 58 % 70 % 41 % 66 % 74 % 49 %
15 % 44 % 80 % 35 % 55 % 81 % 45 %
20 % 36 % 87 % 31 % 47 % 86 % 40 %
25 % 29 % 91 % 26 % 41 % 89 % 36 %

Table 4. Impact of the Uniqueness to the Results of the Correlation

the result of the hamming distance, as shown in table 4. By increasing the threshold more
correlation results are rejected, while the reliability is increased. In the evaluated range no
saturation is reached. A threshold of 7 % gives good results. In Art the reliability increases by
14 % while 5 % of the correct values are rejected. For Dolls the reliability is increased by 11 %
while only 3 % of the correct values are lost.

In the figures 10(g) and 10(h) depth maps using the uniqueness with a threshold of 7 % and
25 % are shown. Especially in areas of occlusions the multi-assignments could be reduced. The
depth map regarding the threshold of 25 % shows reduced errors in regions with occlusions
as well as homogeneous regions which result in a reliability of 91 % as listed in table 4.
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4.5 Left right consistency check

A second method based on the uniqueness assumption is the search for corresponding blocks
in both directions (Fusiello et al., 1997, p. 2). First suggestion for such a method are sourced
in (Cochran & Medioni, 1992, pp. 5) and (Fua, 1993, p. 2) named as Two-View-Constraint and
Validity Test. In latter publications (Khaleghi et al., 2008, p. 6) and (Zinner et al., 2008, p. 9) it
is called Left-Right-Consistency Checking.

Carrying out the search for corresponding blocks two times subsequently with two resulting
depth maps Dle f t and Dright is distinctive for this method. In the first run the left image is the
reference image, while the right is the search image and in the second run the roles of both
images are reversed. The resulting depth maps are very similar but not identical as visible
in the figures 10(m) and 10(n) due to the slightly different angle of view of both images (Fua,
1993, p. 2),(Cochran & Medioni, 1992, pp. 5).

Afterwards the validation of the correspondence search is realized by crosschecking the
disparity. At first the disparity dx_left at the position x and y in the depth map Dle f t is read out
and used to determine the position of the corresponding block in Dright.

Dright(x + dx_left, y) = dx_right (13)

Comparing both disparities gives a clue whether it is a unique block combination. Ideally,
regarding the uniqueness assumption the difference between both values has to be zero (Zhao
& Taubin (2011)).

dx_left − dx_right = 0 (14)

The effect of this method was evaluated, by having an implementation where the difference

Dataset Art Dataset Dolls
Maximal
Difference

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

256 px 97 % 49 % 48 % 97 % 57 % 55 %
10 px 83 % 55 % 46 % 87 % 61 % 53 %
3 px 81 % 56 % 45 % 85 % 62 % 53 %
2 px 80 % 56 % 45 % 85 % 62 % 53 %
1 px 80 % 56 % 45 % 84 % 63 % 53 %
0 px 77 % 56 % 43 % 80 % 62 % 50 %

Table 5. Impact of the Left Right Consistency Check on the Depth Maps

between both disparity values were be set to any threshold (see. table 5). The number of the
points in the depth map as well as the reliability is nearly constant for a difference smaller then
10 pixels and bigger then zero. If a zero-difference between both disparity maps is required a
lot of points with a double minima are rejected by this method, hence a threshold of 1 pixel
gives the best result as shown in fig. 10(o).

4.6 Applying the continuity constraint

Upon a closer look on a depth map it becomes obvious that incorrect disparity values differ
from the neighborhood, especially in homogeneous regions. These nearly homogeneous
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surfaces follow from the continuity assumption which was introduced by (Marr & Poggio,
1979, p. 3) as a continuous run of disparity values named as Continuity Constraint. The
Continuity Constraint arises from the usually smooth surface of the objects in a scene. This
assumtion is violated at object borders.

A similar approach named the No Isolated Pixel Constraint Cochran & Medioni (1992) identifies
disparity values as isolated if its difference is bigger than 2.5 px according to the average of a
5 x 5 px-block. This method is evaluated subsequently using a block size of 3 x 3 px. The mean
of the difference in the Moore-neighborhood is determined, in order to identify a disparity
value as isolated. If the difference of a pixel to its neighborhood is bigger than a threshold it
is rejected. Fig. 8 shows two example for a threshold of 30.

150 152 144

151 145 135

144 150 156

150 152 144

151 231 135

144 150 156

mean difference = 6

mean difference = 83

valid

not valid

Fig. 8. Validity of Disparity Values according to the Continuity Constraints

The effect of different thresholds using this method is listed in table 6. A decreasing threshold
results in a reduced amount of pixels while the rate of correct points in the depth map is
rising, since mainly mismatches are rejected. The threshold of 30 is a good choice for keeping
a maximum of correct disparity values. Thus the reliability of the depth map rises by 6 % for
Art and by 4 % for Dolls whereas only 2 % for Art and 1 % for Dolls of the correct values are
lost. The resulting depth map is shown in comparison to depth maps without rejected pixels
while not allowing a difference in the figures 10(i) and 10(j). The depth map in fig. 10(i) shows
the effectivity of this method, which is able to reject mismatches in homogeneous regions as
well as regions with occlusions. Setting the threshold to zero a lot of correct disparity values
are rejected as well and the depth map is thinner.

The continuity constraint will be used as the final filter in the hardware implementation.
It is used for removing isolated pixels, which are left by the other post processing steps as
well as outliers in homogeneous regions. While counting the number of valid pixels in their
neighborhood it can be easily estimated whether the pixel is isolated or not. Thus in the
implementation a pixel identifies as isolated if the number of valid pixels in its neighborhood
is less than two, following Cochran & Medioni (1992).

61Fast Computation of Dense and Reliable Depth Maps from Stereo Images



16 Will-be-set-by-IN-TECH

Dataset Art Dataset Dolls
Maximal
Mean
Difference

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

255 97 % 49 % 48 % 97 % 57 % 55 %
50 90 % 52 % 47 % 93 % 59 % 55 %
40 87 % 54 % 47 % 91 % 60 % 55 %
30 83 % 55 % 46 % 89 % 61 % 54 %
20 77 % 58 % 45 % 84 % 63 % 53 %
10 66 % 63 % 42 % 76 % 66 % 50 %
0 35 % 83 % 29 % 43 % 84 % 36 %

Table 6. Impact of the Continuity Constraint on the Depth Map

4.7 Multi-layer correspondence search

The effect of different sized correlation blocks is described in section 3.3 whereas small block
sizes are good for fine details yet sensitive to noise, while big block sizes create a smooth depth
map by blurring edges and details. Due to their size big blocks contain more information and
have a greater probability for being unique. Thus they can be used to reduce the ambiguity
for smaller blocks by checking if the disparity of a smaller block is within a reasonable range.
A similar effect can be gained by changing the resolution of the source images.

Hierarchical methods are widely used to improve the quality of depth maps or to reduce the
computation power. All these methods reduce the resolution of the source images and arrange
the resulting images in an image pyramid. A common way is to halve the resolution from
layer to layer for implementation reasons (Tornow, 2009, pp. 91). In fig. 9 an example for an
image pyramid is given. The correspondence search is carried out with the same block size in
all three layers. The information covered by a block rises from layer to layer and complies with
the effect of different block sizes (Fua, 1993, p. 5). Yet the implementation is more effective for
the coarse layers due to smaller block sizes as well as the reduced image size (Falkenhagen,
1994, p. 1).

Nearly all proposed hierarchical methods follow a coarse to fine algorithm, whereas the
correlation starts in images with coarse resolution and uses the result as a starting point in
the next layer to increase the accuracy. At the second as well as all following layers the range
for the disparity search can be reduced to a few pixels. By searching successively throughout
all layers the computation power, especially for software implementation can be strongly
reduced (Cochran & Medioni, 1992, p. 3), (Sizintsev et al., 2010, pp. 2) and (Zhao & Taubin,
2011, p. 3).

Two different approaches are introduced in (Tornow, 2009, pp. 90) and in Tornow et al. (2006).
In contrast to the coarse to fine algorithm the disparity search in Tornow et al. (2006) is realized
parallel in all layers. Whereas every layer is used to search only in specific non overlapping
disparity ranges. This approach shows good results for very large disparity ranges but leads
to a coarse resolution for close objects. The proposed approach in (Tornow, 2009, p. 90)
complies with the widely used coarse to fine algorithm. Yet it uses the coarse layers to verify
the disparity values found in the highest resolutions. Both approaches are well suited for a
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1. layer = 1024 x 1024 px

2. layer = 512 x 512 px

3. layer = 256 x 256 px

Fig. 9. Example of an Image Pyramid

hardware implementation. As the method presented in (Tornow, 2009, p. 90) is capable of
calculating dense depth maps in hardware it is evaluated in the following.

While the block size with 7 x 7 px is constant over all layers, the range for the disparity search
is halved layer by layer, starting by 256 px. The resulting disparity maps for layer one is shown
in fig. 10(k) and compared to the disparity maps with different block sizes from figures 10(a)
to 10(d) the similarity is obvious.

If all disparity values, which can not be verified in the next coarse layers, are rejected, the
results in table 7 are gained. The threshold for an optimal result is 1 px for Art and 2 px for
Dolls. Whereas the improvement of the reliability is about 28 % by having only 1 %–2 % of the
correct disparities rejected. This proves the efficiency of the algorithm. Higher thresholds are
leading to less reliable disparity maps.

Dataset Art Dataset Dolls
Maximal
Difference

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

Valid
3-d Points

Correct
(Respectively)

Correct
(Absolute)

256 px 96 % 49 % 47 % 96 % 57 % 55 %
10 px 68 % 68 % 46 % 77 % 71 % 55 %
3 px 60 % 76 % 46 % 69 % 78 % 54 %
2 px 58 % 79 % 46 % 67 % 80 % 54 %
1 px 54 % 83 % 45 % 62 % 83 % 51 %
0 px 25 % 85 % 21 % 30 % 86 % 26 %

Table 7. Impact of the Multi Layer Verification on the Depth Map

Comparing the images in figures 10(k) and 10(l) the effect of the method is visualized.
Incorrect block assignments are rejected in case of occlusions as well as homogeneous regions.
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The disparity map shown in fig. 10(l) reveals only a few incorrect values and proves the values
of table 7.

4.8 Concept of the algorithm

The six presented and evaluated methods for improving the reliability of a disparity map
have their strength in different operating ranges. The resulting disparity maps of all methods
are shown in fig. 10. The most error-containing regions of an image are regions with
homogeneous surfaces and occlusions. Only the multi-layer-verifying performs well for both
cases. Mismatches caused by occlusions can be successfully avoided by using the threshold on
the hamming distance and the left-right-consistency-check. The first absolute central moment
is not suited for treating occlusions. Yet in case of homogeneous regions the minimal hamming
distance does not perform well and the first absolute central moment helps avoiding errors in
the depth map. The left-right-consistency-check gives average results.

The uniqueness constraint and the continuity constraint give moderate results by rejecting
incorrect disparity values in both cases.

To realize a fast hardware implementation those methods giving the best results, while having
the least computation power, should be used. As the hierarchical multi-layer correspondence
and the left-right-consistency checking require at least two runs of the correlation process,
high computation power is needed. The lowest computation power is used by the minimal
hamming distance and the uniqueness constraint. The first absolute central moment and the
continuity constraint require an average need of computation power.

Parameter Average Dense Reliable

first-abs.-cen.-moment 500 400 800
max. hamming-distance 90 Bit 100 Bit 70 Bit
uniqueness constraint 7 % 2 % 15 %
continuity constraint 30 50 10

Art – valid 3-d-points 40 % 70 % 15 %

correct (respectively) 84 % 64 % 95 %
correct (absolute) 34 % 45 % 14 %

Dolls – valid 3-d-points 54 % 80 % 26 %

correct (respectively) 82 % 67 % 93 %
correct (absolute) 44 % 54 % 24 %

Table 8. Results Using Different Setups

As the threshold on the hamming-distance and the uniqueness can successfully reject a
lot of mismatches, the results, especially in homogeneous regions, are not good enough,
thus the first absolute central moment and the continuity constraint are added to the set of
post-processing. In table 8 three sets of used thresholds and the achieved results of the two
stereo data sets are given.

The three different parameter sets are suitable to provide disparity maps with different
attributes. The dense-setup gives a low reliability of about 60 % with a big amount of
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(a) Mini-Census 3 x 3 px (b) Mini-Census 7 x 7 px (c) Mini-Census 9 x 9 px (d) Mini-Census
19 x 19 px

(e) 1st-Abs.-Cen.-Mom.
500

(f) 1st-Abs.-Cen.-Mom.
1000

(g) Uniqueness 7 % (h) Uniqueness 25 %

(i) Continuity 30 (j) Continuity 0 (k) Layer 1 (l)
Multi-Layer-Approach

(m) Dle f t (n) Dright (o)
Left-Right-Cons.-Check

(p) Ground Truth

Fig. 10. Depth Maps of Middleburry Stereo Datasets Art Using Various Method for
Improvement
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3-d-points. The average- setup with a reliability of more than 80 % is suitable for the most
common applications, such as interactive robots, driver assistance systems, facial detection
etc. The reliable-setup is capable of providing disparity maps with over 90 % reliability and is
therefore suitable for safety systems.

Applying these four post-processings very good results of the multi-layer correspondence
search are surpassed by using less hardware resources.

In some applications it is more important to have a very dense depth map therefore a
certainty value to each 3-d point is added. In such a case the certainty for a 3-d point can
be estimated using the methods for quality improvement presented in the sections 4.3 to 4.7
as measurement tools to weight the impact of 3-d-points. In this case fine graduation would
give very dense depth maps without any loss of information.

5. FPGA-implementation

Having evaluated all processing steps for a fast, reliable stereo image analysis, suitable
for hardware implementation, the next step was to generate a modular and fully
platform-independent design using VHDL.

Hamming-

Distance

Hamming-

Distance

Hamming-

Distance

Minimum

Minimum

Minimum

Delay

Delay

Delay

reference block

search block

1., 2., 3. Minimum and Disparity

1. and 3. Min.,

Disparity

frame, line-, block number,

first central moment

frame, line, block number,

first central moment

a stage

Fig. 11. Structure of the Cascaded Correspondence Analysis

The design is divided into preprocessing, the correlation process and post processing.
The preprocessing contains the calculation of the first absolute central moment and the
Census-transformation of the stereo image pair, using a block size of 5 x 5 pixels and the
determination of the frame-number, line-number and block-number of the synchronization
signals. Currently no further filter processes are included. The correlation process is set up by
a cascade of processes calculating the hamming distance and determining its first and third
minimal value, as shown in fig. 11. The number of blocks for which the hamming distance
is calculated in such a stage depends on the required processing speed. For very high speed
processing only one block combination of the hamming distance is calculated per stage. The
number of stages can be determined by dividing the maximal disparity by the number of
hamming distances calculated per stage. For high speed calculations with a disparity range
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of 256 pixels, when only one block combination is processed per stage, 256 stages are needed.
If only a lower speed is required, for example 16 block combinations can be processed in one
stage, thus only 16 stages are needed.

(a) Aloe D:71 % R:89 % (b) Baby3 D:42 % R:80 % (c) Books D:40 % R:77 % (d) Dolls D:55 % R:84 %

(e) Laundry
D:35 % R:73 %

(f) Moebius
D:55 % R:91 %

(g) Reindeer
D:56 % R:84 %

(h) Rocks1
D:81 % R:93 %

Fig. 12. Depth map of Different Datasets of the Middlebury Stereo Dataset (D: Density – Rate
of Valid Pixels; R: Reliability – Rate of Correct Disparity Values)

In the post processing the four chosen methods of improvement the reliability of the depth
map are applied: Starting with the first absolute central moment, followed by the uniqueness
constraint and the maximal hamming distance, ending with the continuity constraint. The
last step of the post processing is to calculate the depth map from the disparity map using
equation (2) according to the calibration information.

Using Alteras NIOS-II processor the processing can be compiled as a hardware coded function
available from within the processor. Thus small sets of block combinations could be processed
on demand by the processor.

The configuration was tested with a Terasic DE3-board containing an Altera Stratix III
EP3SE260 using a set of PhotonFocus cameras MV-D1024 Photonfocus (2008) connected
via CameraLink-interface. Using the hardware implementation the datasets Aloe,
Art(D: 44 % R: 80 %), Baby3, Books, Dolls, Laundry, Moebius, Reindeer and Rocks1 of the
Middlebury stereo dataset were processed (see fig. 12) using the parameter set average. The
overall density is 53 % and the overall reliability is 84 %. Correct points show a difference of
maximal one pixel for the disparity regarding the ground truth.

6. Comparison with the state of the art of stereo image analysis systems

An implementation on different FPGA-platforms could be realized due to a fully platform
independent design. In table 9 five different versions are listed. The implementations for the
Virtex 6, the Stratix IV and the Cyclone III, which are marked with an *, were only tested with
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a timing simulation. Just the implementations using Stratix III was tested on real hardware.
The hardware approach introduced in section 5 is running with a disparity range of 256 px
at a maximal pixel clock of 189 MHz on an Altera Stratix III FPGA. With an image size of
1024 x 1024 px a frame rate of 180 Hz could be reached.

Reference
Hardware
Platform

Image
Size

Max.
Disparity

Frame
Rate

Hirschm. & Scharst.(2009) CPU – 2,6 GHz Xenon 450 x 375 px 64 px 0.5 fps
Zinner et al. (2008) CPU – 2,0 GHz Core 2 Duo 450 x 375 px 50 px 13 fps

Sizintsev et al. (2010) GPU – GeForce GTX 280 640 x 480 px 256 px 32 fps
Zhao & Taubin (2011) GPU – GeForce GTX 280 1024 x 768 px 256 px 36 fps

Khaleghi et al. (2008) DSP – ADSP-BF561 160 x 120 px 30 px 20 fps
Chang et al. (2007) DSP – TMS320C6414T-1000 384 x 288 px 16 px 50 fps

Jin et al. (2010) FPGA – Virtex 4 640 x 480 px 64 px 230 fps
Pelissier & Berry (2010) FPGA – Cyclone III 1024 x 1024 px 64 px 160 fps
Masrani & MacLean (2006) FPGA – Stratix 640 x 480 px 128 px 30 fps
Zhang et al. (2011) FPGA – Stratix III 1024 x 785 px 64 px 60 fps
This work FPGA – Stratix III 1024 x 1024 px 256 px 180 fps
This work FPGA – Stratix III 1024 x 1024 px 64 px 205 fps
This work FPGA – Stratix IV* 1024 x 1024 px 256 px 198 fps
This work FPGA – Virtex 6* 1024 x 1024 px 256 px 241 fps
This work FPGA – Cyclone III* 1024 x 1024 px 180 px 124 fps

Table 9. State of the Art of Stereo Image Analysis Systems (* Only Timing Simulation)

A comparison with state of the art implementations on major platforms for on-line processing
is shown in table 9. By comparing different approaches it has to be taken into account, that
every platform has its own advantages and disadvantages. PC-based solutions are generally
used when the focus lies on the quality of the depth map or when the frame rate is not
important. The approach of Hirschmueller & Scharstein (2009) provides a slow processing
speed, but with a high accuracy. It covers a comparison of several different methods. Zinner
et al. (2008) is optimizing a PC-based software implementation, it reaches 13 Hz while the
maximum disparity is 50 px. This article shows clearly that image size and disparity range
are a trade off to the frame rate. Both approaches use rather small image sizes. DSP based
solutions (Khaleghi et al. (2008) and Chang et al. (2007)) for the stereo image analysis are even
more limited on image size and disparity range as well as their frame rate. Due to DSPs
which are optimized for processing one dimensional signals. Image processing on DSP is
still important for smart phones. The proposed algorithm is suitable for GPU-implementation
as well, but the Census-transformation is optimized for hardware implementation. Thus the
different cost functions should be used.

For high speed applications massive parallelizing is necessary. This can be realized either by
hardware implementation or using SIMD-processors, as used in current GPUs. The advantage
of GPUs is the possibility of high speed processing with at least double precision floating point
units, using a high speed memory connection. Furthermore GPUs can be programmed using
standard programming languages like C and are fairly cheap. On the other hand some of the
cheap GPUs are limited in accuracy, due to their main field of application as graphic cards.
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While rendering images is an easy task on GPUs, optimizing other algorithms to GPUs is still
a difficult task.

Sizintsev et al. (2010) uses an adaptive coarse to fine algorithm and a left right consistency
check. The system is capable of a frame rate of 32 Hz on images with a resolution of
640 x 480 px, while the disparity range is 256 px wide. By skipping some parts of the
algorithms for the sake of improving the quality, 113 Hz are possible. The overall rate of points
with a higher difference to the ground truth than one pixel is 15.8 %. The approach of Zhao &
Taubin (2011) reaches 36 Hz with an algorithm optimized to measure moving parts in stereo
images. After using a foreground detection a multi-resolution stereo matching is applied. The
overall error rate lies by 14.5 %. Generally GPUs are capable of calculating dense and reliable
depth maps, yet the power consumption and the waste heat of GPU based systems are a major
draw back for usage in embedded systems. Nevertheless the combination of small GPUs with
embedded microprocessors are on their way.

FPGAs are well suited for embedded systems as they have a very low power consumption
combined with a high processing speed. Programming FPGAs is a time consuming process
which requires special knowledge, regarding digital electronics and hardware programming.
The implementation of complex iterative algorithms in FPGAs is possible but it is often
less effective, as FPGA implementations are data flow driven with concurrent processing of
algorithm parts. Thus iterative algorithms which provide depth maps with the highest quality
must be highly adapted as they are heavily control flow oriented. Straight algorithms perform
very well on FPGAs due to their data flow orientation.

The quality of the disparity maps in the presented work is, with 84 %, in the same dimension
as other state of the art FPGA-solutions. The rate of incorrect points in the depth map ranges
from 14 % in Zhang et al. (2011) to 17 % in Jin et al. (2010). The hardware resources required are
fairly low compared to other approaches. Zhang et al. (2011) requires about 95000 logic blocks
and 3.77 MBit of memory at the Stratix III, compared to ca 40000 logic blocks and 321 kBit of
memory needed for the presented solution with a disparity range of 64 px (disparity range of
256 px used for this research (⇒ ca 147000 logic blocks and 328 kBit). The approach presented
by Jin et al. (2010), implemented on a Virtex 4, needs 51000 logic elements and 322 memory
blocks compared to the Virtex 6 implementation with a disparity range of 64 px with 39000
logic elements and 23 memory blocks (disparity range of 256 px ⇒ ca 149000 logic blocks 23
memory blocks). Both approaches provide more dense disparity maps due to a more complex
post processing but with a lower disparity range. Only the Cyclone III implementation of
Pelissier & Berry (2010) requires 61000 logic blocks and 131 kBit which are less than the 72000
logic blocks and the 322 kBit of memory needed by our approach, yet without post processing
for improving the depth map quality and a disparity range of 64 px.

7. Conclusion

In this chapter an algorithm for generating dense and reliable disparity maps of stereo images,
suitable for high speed processing, using an FPGA, is presented. Therefore several cost
functions, as well as post processing steps to increase the reliability, are evaluated. The
algorithm uses a correlation with the hamming distance, having a block size of 7 x 7 px, on
Census transformed images. In four post processing steps incorrect points of the disparity
map are rejected and the reliability as well as the quality is increased up to 84 % of correct
pixels for the average-setup. By choosing a set of parameters either a very dense or a very
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reliable (reliable-setup: 95 % reliability) depth map can be calculated. Due to its modular
setup the implementation can be easily adapted for optimizing either speed or needed
FPGA-resources. In Stratix III the implementation runs with a maximal frame rate of 180 Hz,
having a resolution of 1024 x 1024 px and a disparity range of 256 px.

The main applications for high speed stereo analysis are autonomous robots and driver
assistance systems as well as in line quality controls and sensor systems for automation.
Especially for grid based analysis of the surroundings, used for vicinity observations for
autonomous vehicles and driver assistance systems, a dense and reliable depth map can
be provided. Hence the problem of splitting one object into several objects due to the low
resolution of the depth map can be overcome. This method can be adapted to be well suited
to various applications due to a modular setup where processing speed, which is not needed,
can be easily used to reduce the size of the implementation. Additional post processing steps,
iterating on the results given by the presented algorithm, could increase both, the reliability
and the density of the depth map, while requiring more hardware resources as well.
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1. Introduction 

In machine vision applications, Time-of-Flight (TOF) sensors like the Photonic Mixer Devices 
(PMD Technologies [PMD], 2011) became considerable alternatives to common 3D sensing 
devices. Because of the enormous progress in TOF-vision systems, nowadays 3D matrix cameras 
can be used for many applications such as robotic, automotive, industrial, medical and 
multimedia applications. Due to the increasing demand of safety requirements in the automotive 
industry it can be assumed that the TOF-camera market will grow and the unit price of these 
systems in the mass production will drop down to ca. 100 € (Hussmann & Hess, 2006). 

Many 3-D sensing techniques have been developed in the past decades. A good review can 
be found in (Jarvis, 1983). 3-D sensing methods can be divided into several categories: 

1. Shape-from Techniques: These monocular approaches recover relative depth from texture, 
from shading, from contours, from motion, etc.; resulting in surface orientations with 
respect to a viewer-centered coordinate system (Hu & Stockman, 1989). These 
techniques must deal with correspondence problems. Furthermore problems arise due 
to the uncertainty of the position at which each image is taken and due to dynamic 
changes that may occur in the time between two images. 

2. Stereo: This method simulates the two eyes of a human. It uses multiple visual sensors 
(two cameras, for example) to estimate stereo disparity and then recover depth (Hu & 
Stockman, 1989). Stereo cameras introduce physical restrictions due to the need for 
camera separation. Further, stereo cameras depend on texture matching from both 
camera images for range estimation. This produces a rather sparse and unevenly 
distributed data set. Due to the allocation problem dynamic tracking of objects is not an 
easy task (Hussmann & Liepert, 2009). 

3. Structured Light: In illuminating the scene, natural ambient light is replaced by an 
artificial light source, which can be of any structure (pattern) that is convenient for the 
task. Using structured light by itself is not an independent approach to 3-D sensing; the 
underlying means is still a monocular (shape-from) or binocular (stereo) method, but 
under different illumination conditions and hence facing rephrased problems. If a 
single light beam or a single light plane is used as the light source, the underlying 
method is direct sensing through triangulation. If a uniform grid of light is the light 
source, the underlying method is stereo and analysis of textures and contours. The 
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major advantage of using structured light over ambient light is that features in the 
images are better defined. Image features are easier to detect; their relationships are 
more regular (parallel, equi-spaced, etc.) following the property of the generating 
pattern of the light source; and they prominently reveal the surface geometry that 
humans can readily use to interpret the scene (Hu & Stockman, 1989). 

4. Direct Sensing (time-of-flight): One representative of this approach is a laser range 
finder, which can sense the depth to any surface point in its field of view. Laser range 
finders are often used for navigation tasks (Nuechter et al., 2003). The major 
disadvantage of these systems is the use of mechanical components and that they do 
not deliver 2D intensity images and range data at the same time. Another representative 
are TOF cameras (Blanc et al., 2004 ; Schwarte et al., 1997), which combine the 
advantage of active sensors and camera based approaches as they provide a 2D image 
of intensity and exact distance values in real-time. They do require a synchronized light 
source. Compared to Shape-from Techniques and Stereo TOF cameras can deal with 
prominent parts of rooms like walls, floors, and ceilings even if they are not structured. 
In addition to the 3D point cloud, contour and flow detection in the image plane yields 
motion information that can be used for e.g. car or person tracking (Hussmann et al., 
2008). Structured light applications can have a higher measurement accuracy as TOF-
cameras, however the measurement range is then limited. 

Inspection task in machine vision applications e.g. quality control of bulk materials are very 
complex due to their real-time requirements. New accurate and fast algorithms for 3D object 
recognition and classification are needed as the inspection time is always decreasing. As 
now commercial 3D-TOF cameras are available at a reasonable price the number of machine 
vision applications using this technology is expected to increase significantly. Hence in this 
book chapter the use of 3D-TOF cameras for machine vision applications is investigated. 

The state of the art is to use a four-phase shift algorithm for TOF cameras to correctly 
determine the range value (Blanc et al., 2004; Lange & Seitz, 2001; Ringbeck & Hagebeuker, 
2007). The optical signal is sampled four times per period at equidistant intervals. The 
corresponding sampling points permit unique determination of all relevant parameters of 
the incoming optical echo’s waveform. The sample points are not acquired during only a 
single period but summed over several hundreds or thousands of periods, which 
considerably increases the signal-to-noise ratio and hence, finally, the accuracy of the 
measurement. Due to acquisition of the four subsequent phase images, fast object motion 
leads to distance uncertainties in situations where corresponding phase images do not 
properly align with respect to object points. 

In (Hussmann & Edeler, 2010) we presented a pseudo-four-phase-shift algorithm for 3D-
TOF photonic mixer device (PMD) cameras, which only has to capture two phase images 
and thereby doubles the frame rate. Hence distance uncertainties by fast moving objects will 
be reduced. In (Hussmann et al., 2011a) we presented a simple motion compensation 
algorithm for constant lateral motion such as measure objects on a conveyor belt, which can 
be processed with the maximum frame rate of currently available commercial TOF cameras. 
However this algorithm was based on the state of the art 4-phase shift algorithm.  

In this book chapter we will combine the two proposed algorithms and evaluate their 
performance in comparison to the state-of-the-art algorithm. The book chapter is structured 
as follows. In section 2 we derive the basics of PMD TOF vision systems and subsequently 
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present algorithms used for real-time processing of PMD TOF data. In section 3 experiments 
are conducted to investigate the real-time performance of the proposed algorithm for 
machine vision applications. Concluding remarks will summarize the chapter. 

2. Real-time processing of PMD TOF data 

2.1 Operating principle of PMD TOF sensors 

Fig. 1 shows the cross section of a typical PMD pixel comprising two symmetrical, 
transparent photo gates. The photons of the received optical echo Popt enter the p-doped 
substrate through these gates and are generating charge carrier (electron/hole-pairs). The 
gates are isolated from the p-doped substrate by a SiO2 - or Si3N4 – isolation layer (channel 
stop) and bounded on the left and right side by n+ - diffusion readout gates. The photo gates 
are controlled by the modulation voltage um and the offset voltage U0. The schematic 
potential distribution in the p-doped substrate between the photo gates is shown in Fig. 1 
for a negative modulation voltage um. 

 
Fig. 1. Cross section of a typical PMD pixel 

A PMD pixel may be understood as a modulation controlled photo charge distributer 
(photonic mixer). In principle the PMD pixel works like a seesaw for electrons while 
controlling its motion by means of polarity and slope of the seesaw. If no modulated light is 
received the photo generated charges symmetrically drift to both readout gates a and b. If 
modulated light is received the photo generated charges drift only to readout gate b, when 
the modulated light and the modulation voltage have a phase difference of 180° (see Fig. 1). 
If the phase difference is 0° the photo generated charges drift only to readout gate a. 
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State of the art is to use continuous wave (CW) modulation with square waves for TOF 
cameras with a typical modulation frequency of 20 MHz (Hussmann et al., 2008). Hence the 
modulation voltages can be easily generated digitally with a high accuracy and stability 
using programmable logic devices (PLDs) such as complex programmable logic devices 
(CPLD) or field programmable gate arrays (FPGA). For the illumination source infrared (IR) 
- light emitting diodes (LEDs) are used. The low-pass characteristic of the IR-LEDs leads to 
an attenuation of the square waves’ harmonics for larger frequencies. This results in an 
optical output that gradually looks sinusoidal for frequencies larger than 5-10 MHz (see 
Fig. 2). This has to be taken into account if CW modulation with square waves is used. 

 
Fig. 2. Correlation process between the received optical echo Popt and the modulation voltage 
um for a single modulation period 

The readout gates a and b are each connected to an integration capacitor. Hence the 
corresponding voltages Ua and Ub can be expressed as a correlation function between the optical 
echo Popt(t-TL) and the modulation voltage um(t) over the integration time Tint. Fig. 2 illustrates 
the correlation process for one single modulation period T for the two signals Popt(t-TL) and 
um(t). The modulation voltage um(t) and the optical echo Popt(t-TL) are defined as follows: 

 
1,     for 0 t-N T T/2

( )
0,     for T/2 t-N T Tmu t

  
    

 ,       N = 0,1,2… (1) 

 0( ) cos( )opt L LP t T a t T B        (2) 

TL is the ‘time-of-flight’ time for the light (camera-object-camera), B is the received average 
incident light (background light and DC component of the modulated light source) and a0 is 
the amplitude of the received modulated light. Ua and Ub are then proportional to the areas 
Aa and Ab as shown in Fig. 2. If the complete integration time Tint (corresponds to several 
hundreds or thousands of periods) has taken into account, Ua and Ub can be written as: 

 
int

int 0 int

0

( ) ( ) ( ) sin( ) ( )
2

T

a L opt L m L a L
T T a TT B

U T K P t T u t dt K T K A T
T T

               (3) 



 
Real-Time Processing of 3D-TOF Data in Machine Vision Applications 

 

77 

and 
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0

( ) ( ) ( / 2) sin( ) ( )
2

T

b L opt L m L b L
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U T K P t T u t T dt K T K A T
T T

                (4) 

The conversion gain K converts the received optical energy into a voltage. The integration 
time Tint does not have to be necessarily a multiple of the single period time T as the number 
of periods integrated over the integration time is in the range of hundreds to thousands. 
Looking at Fig. 2 it can be noticed that Ua and Ub are always a positive voltage. To remove 
the influence of the background light B the difference of Uab has to be determined: 

  int( ) ( ) ( )ab L a b a L b L
T

U T U U K A T A T
T

        (5) 

The autocorrelation function Uab corresponds to the distance value of a PMD pixel. The sum 
of Ua and Ub corresponds to all received and converted photons. Hence this sum is equivalent 
to the grey level value of standard CCD/CMOS video cameras (amplitude image): 

 BdtTtPKAA
T

TKUUU
T

Loptbabaab  
int

0

int )()(  (6) 

It has to be mentioned that in this book chapter only infrared light is used as an IR-filter is 
mounted on top of the sensor chip. Using an IR-filter reduces the effects of the background 
illumination B on the distance resolution. Hence the amplitude image in this book chapter 
could be also called “infrared amplitude image”. However without the IR-filter the TOF 
camera would behave like a standard 2D-camera and therefore we still use the word 
“amplitude image”. 

Equation (5) and (6) demonstrate the advantage of the PMD technology compared to other 
3-D sensing techniques. The PMD pixel is a TOF vision system with inherent suppression of 
uncorrelated light signals such as sun light or other modulated light disturbances (neon 
tubes, high frequency illumination modules etc.). More advantages of a PMD TOF vision 
system are the acquisition of the amplitude value and range data in each pixel without high 
computational cost and any moving components as well as the monocular setup. 

2.2 State-of-the-art range image calculation using 4-phase shift algorithm 

As mention in the last section the range value corresponds to Uab. The amplitude of the 
received optical echo Popt varies with the measure object reflectivity coefficient and the 
distance. Hence the amplitude of the output voltage Uab is also affected by these changes. To 
overcome the amplitude dependency of the output voltage of Uab state of the art is to use a 4-
phase shift algorithm (Blanc et al., 2004; Lange & Seitz, 2001; Ringbeck & Hagebeuker, 2007). In 
(Hussmann & Liepert, 2009) the following equation to calculate the phase difference 0 
without any dependency on the received optical echo’s amplitude is derived: 

 0
(270 ) (90 )arctan
(0 ) (180 )

ab ab

ab ab

U U
U U
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The range value R can now be calculated by taken into account the modulation frequency 
fmod and the physical constant for the speed of light c (3108 m/s). N represents the ambiguity 
in range estimation when 0 > N 360°. For example if a modulation frequency of 20 MHz is 
used the ambiguity range is 7,5 m. If the distance to an object is now 9 m, N = 1 and the 
distance measured by the camera is 1.5 m. 

 0

mod
0,1,2,3...

2 360
c

R N with N
f

 
       

 (8) 

2.3 Real-time range image calculation using pseudo 4-phase shift algorithm 

Looking at equation (3) and (4) it can be noticed that Ua and Ub  have a phase difference of 
180° (T/2) to each other: 

 int 0 int 0( ) sin( ) sin( ) ( )
2 2 2 2a L L L b L

T T a T T aT T T B T B
U T K T K T U T

T T
                     

 (9) 

Hence the output voltage Uab can be expressed as: 

 ( ) ( ) ( ) ( ) ( / 2)ab L a L b L a L a LU T U T U T U T U T T       (10) 

Equation (10) shows that a PMD pixel delivers two phase values (Ua(TL) and Ua(TL+T/2)) at 
one image capture. Therefore equation (7) can be simplified to: 
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ab
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
  

   
  

 (11) 

The range value R can now be calculated by using equation (8). Equation (11) 
demonstrates the advantage of the pseudo 4-phase shift algorithm. Only two image 
captures instead of four are required to calculate the phase difference 0. Hence the frame 
rate of PMD TOF sensors is doubled without changing the integration time Tint. A typical 
frame rate of TOF PMD cameras is 50 Hz. The pseudo 4-phase shift algorithm increases 
this frame rate to 100 Hz and hence is well suited for real-time machine vision 
applications. A more detailed description of the pseudo 4-phase shift algorithm can be 
found in (Hussmann & Edeler, 2010). 

2.4 Real-time arctangent calculation using a reconfigurable processor system  

The most time critical operation of the phase difference 0 calculation is the arctangent 
function (see equation (7) and equation (11)). As the arctangent function is called for each 
individual pixel to determine the range value, the processing time increases with the 
number of present pixels. The hardware algorithm proposed in (Hussmann et al., 2011b) to 
calculate the arctangent value for 3D-TOF PMD cameras in real-time is realized as a custom 
functional unit on the reconfigurable functional unit (RFU) of a reconfigurable processor in a 
FPGA. This algorithm replaces the state-of-the-art CORDIC arctangent function commonly 
used in microcontrollers. This significantly decreases the processing time to determine the 
range image of the 3D vision system. 
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As the arctangent function is symmetrical only the angles from zero to ninety degree have to 
be calculated. A further reduction of the angle range down to 45° can be achieved by taken 
into account the following: 
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0 0

0
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 (12) 

With a desired range resolution of 1 mm (equivalent to an angle resolution of 0.048°) and 
an angle range of 45°, a LUT with 2048 elements is needed. As shown in table 1 this LUT 
is filled with the distance values of the according phase angles. As can be seen in table 1 
the distance resolution between each LUT entry is smaller than 1 millimeter. Furthermore 
it can be seen that at the end of the LUT the distance resolution is better as at the start of 
the LUT. 
 

i tan(angle) = i / 2048 angle in degree distance in mm 
0 0 0 0 
1 0.000488 0.027976 0.6 
2 0.000977 0.055953 1.2 
3 0.001465 0.083929 1.7 
4 0.001953 0.111906 2.3 
5 0.002441 0.139882 2.9 
6 0.002930 0.167858 3.5 
7 0.003418 0.195834 4.1 
8 0.003906 0.223811 4.7 
9 0.004395 0.251786 5.2 

…    
2042 0.997070 44.915948 935.7 
2043 0.997559 44.929973 936.0 
2044 0.998047 44.943992 936.3 
2045 0.998535 44.958005 936.6 
2046 0.999023 44.972010 936.9 
2047 0.999512 44.986008 937.2 

Table 1. Lookup table of the hardware algorithm 

Looking at equation (12) a comparator, a hardware divider, a subtraction device and a LUT 
is needed to determine the distance value. The comparator checks if y0 > x0, the hardware 
divider calculates y0 / x0 or x0 / y0 depending on the comparator result, the division result is 
used as index for the LUT and finally the LUT delivers, depending on the comparator result, 
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the distance value directly or this value has to be subtracted from the distance value 1.875 m 
(equivalent to 90°). 

The hardware algorithm and the state-of-the-art CORDIC algorithm is implemented into a 
FPGA (Altera Stratix EP1S10F780C6) using a clock frequency of 50 MHz. Therefore the 
CORDIC algorithm takes 340 ns and the proposed hardware algorithm 160 ns respectively 
for a standard arctangent calculation. Compared to the execution time of 800 µs for the 
arctangent C-function atan2() from the “math.h” library on the NIOS II processor, a speed-
up factor of 2,353 for the CORDIC algorithm and 5,000 for the proposed hardware algorithm 
is achieved. Hence the total processing time of one range image of a TOF camera with 
204 x 204 pixels (PMD[vision]® CamCube 2.0) takes for the CORDIC algorithm 14.15 ms 
and for the proposed hardware algorithm 6.66 ms respectively. 

The maximum frame rate of the used commercial camera (PMD[vision]® CamCube 2.0) is 25 
fps, which corresponds to a capture time of 40 ms per image. Using the proposed algorithm 
with the total processing time for the arctangent function of 6.66 ms leaves enough time to 
process the range calculation in real-time. To our knowledge there is no other hardware 
algorithm with the same performance. The proposed approach will significantly reduce the 
system costs of TOF cameras as state-of-the-art is to use high performance microcontroller in 
combination with a FPGA. This is an important achievement as the current 3D TOF cameras 
are too expensive for common machine vision applications. A more detailed description of the 
hardware algorithm can be found in (Hussmann et al., 2011b). 

2.5 Real-time motion artifact compensation 

Distance uncertainties typically occur where objects or the camera itself move while the 
consecutive phase images are taken. They arise from unmatched phase values during the 
demodulation process. The faster the objects move or the higher the integration time the 
higher are the distance uncertainties. In (Hussmann et al., 2011a) a compensation algorithm 
for constant lateral motion is proposed as this is a typical motion in machine vision 
applications. One industrial example is 3D dimension measurement of objects on a conveyor 
belt (luggage handling systems, quality control of food or beverages etc.). 

The lateral motion of objects on a conveyor belt has to be corrected in only one direction 
(moving direction of the conveyor belt). This can be done by subtracting the captured 
amplitude images Uab(0°), Uab(90°), Uab(180°) and Uab(270°), and subsequent 
thresholding using a fixed threshold s to get the binary image B1-B3: 

 (0 ) ( 90 )    , with n 1,2,3n ab abB U U n s          (13) 

Fig. 3 shows typical binary images of an object moving on a conveyor belt. It can be seen 
that the width of the white area increases linear with the capture time. To compensate the 
motion the width of the area has to be determined and the amplitude images have to be 
moved accordingly before the distance image is calculated. The proposed method is 
computational not expensive and can be easily integrated into an FPGA as shown in 
(Hussmann et al., 2011a). Hence the motion compensation can be realized in real-time. It has 
to be noticed that the sensor must be calibrated to make sure that every pixel has a uniform 
behaviour when exposed with the active light source of the TOF camera (multiplicative 
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shading calibration). A more detailed description of the motion artefact compensation 
algorithm and the calibration method can be found in (Hussmann et al., 2011a). 

 
Fig. 3. Binarized difference images of the application in section 3 
(a) Binary image of difference image Uab(0°)-Uab(90°)  
(b) Binary image of difference image Uab(0°)-Uab(180°)  
(c) Binary image of difference image Uab(0°)-Uab(270°) 

3. Experiments 

3.1 Experimental setup 

In Fig. 4 the laboratory setup is shown. A measure object (10 cm x 10 cm x 12 cm) is placed 
on a conveyor belt, which runs at a speed of 1 m / s. A PMD TOF camera (PMD[vision]® 
CamCube 2.0) with 204 x 204 pixels is placed 103 cm above the conveyor belt. The raw data 
(Ua and Ub) of the PMD camera for the four different phases  ( = 0°,  = 90°,  = 180° and 
 = 270°) are captured and the proposed motion compensation algorithm in (Hussmann et 
al., 2011a) combined with the pseudo-four-phase-shift algorithm proposed in (Hussmann & 
Edeler, 2010) is investigated offline using Matlab. 

motion direction 

(a) (b)

(c)
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Fig. 4. Laboratory setup 

PMD-TOF camera 

measure object

conveyor belt 



 
Real-Time Processing of 3D-TOF Data in Machine Vision Applications 

 

83 

3.2 Experimental results 

Fig. 5 shows the amplitude images of the four different phases. The amplitude image is 
calculated using equation (6). The displacement of the measure object is difficult to notice 
hence the subtraction results between the different amplitude images are shown in Fig. 6. 

The displacement of the object during the acquisition of the four phase images can be clearly 
seen in Fig. 6. After thresholding and moving of the phase images as proposed in section 2.5, 
the corrected distance image can be calculated. 

 
Fig. 5. Amplitude images of the four different phases:  
(a) Amplitude image of Uab(0°) (“ground truth”)   
(b) Displaced amplitude image of Uab(90°)    
(c) Displaced amplitude image of Uab(180°)   
(d) Displaced amplitude image of Uab(270°) 

Fig. 7 – Fig. 10 illustrate the influence of the calibration method and the motion artefact 
compensation algorithm proposed in (Hussmann et al., 2011a) on the distance image using 
the state-of-the-art 4-phase shift algorithm and the pseudo 4-phase shift algorithm proposed 
in (Hussmann & Edeler, 2010) respectively. Fig. 7 shows the distance image without motion 

(a) (b)

(c) (d) 
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compensation using the state-of-the-art 4-phase shift algorithm. It can be seen that the 
distance at the object edges are not calculated correctly (area 1 and area 3) and that the 
standard deviation is larger than in the other areas (see table 2). Furthermore it can be 
noticed that the distance image in Fig. 7 (a) is noisier than in Fig. 7 (b) due to the calibration 
method proposed in (Hussmann et al., 2011a). 

 
Fig. 6. Subtraction results of the amplitude images:  
(a) Amplitude image of Uab(0°) (“ground truth”) 
(b) Difference image Uab(0°)-Uab(90°)  
(c) Difference image Uab(0°)-Uab(180°)  
(d) Difference image Uab(0°)-Uab(270°) 

Fig. 8 shows the distance image without motion compensation using the pseudo 4-phase 
shift algorithm. Again it can be seen that the distance at the object edges are not calculated 
correctly (area 1 and area 3) and that the standard deviation is larger than in the other 
areas (see table 2). However the distorted edges are smaller as only two image captures 
are needed to calculate the distance. It can be also noticed that the distance image in 
Fig. 8 (a) is noisier than in Fig. 8 (b) due to the calibration method proposed in (Hussmann 
et al., 2011a). 

(a) (b) 

(c) (d) 
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(a) 

 

 
(b) 

 
Fig. 7. Distance image using state-of-the-art 4-phase shift algorithm without calibration (a) 
and with calibration (b). 
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(a) 

 
(b) 

Fig. 8. Distance image using pseudo 4-phase shift algorithm without calibration (a) and with 
calibration (b). 
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Fig. 9 shows the distance image with motion compensation using the 4-phase shift 
algorithm. The distance image has clear edges without any distance uncertainties and the 
object dimensions can be calculated correctly. However it can be noticed again that the 
distance image in Fig. 9 (a) is noisier than in Fig. 9 (b) due to the calibration method 
proposed in (Hussmann et al., 2011a). 

 
(a) 

 
(b) 

Fig. 9. Distance image using motion compensation algorithm based on the 4-phase shift 
algorithm without calibration (a) and with calibration (b). 
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Fig. 10 shows the distance image with motion compensation using the pseudo 4-phase shift 
algorithm. The distance image has also clear edges without any distance uncertainties and 
the object dimensions can be calculated correctly. However it can be noticed again that the 
distance image in Fig. 10 (a) is noisier than in Fig. 10 (b) due to the calibration method 
proposed in (Hussmann et al., 2011a). 

 
(a) 

 

 
(b) 

Fig. 10. Distance image using motion compensation algorithm based on the pseudo 4-phase 
shift algorithm without calibration (a) and with calibration (b). 
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Distance image 
(marked area) 

Mean value and Standard deviation in cm 

State-of-the-art 
4-phase shift 

algorithm 

Pseudo 4-
phase shift 
algorithm 

Motion 
compensation 

algorithm  
(4-phase shift 

algorithm) 

Motion 
compensation 

algorithm  
(pseudo 4-phase 
shift algorithm) 

area 1 
uncalibrated 100.2/1.8 99.0/4.5 104.5/2.3 100.7/4.2 

area 1 calibrated 102.0/3.9 127.6/4.4 104.2/0.8 131.0/1.4 

area 2 
uncalibrated 95.1/0.8 93.1/4.5 95.4/2.7 93.1/4.3 

area 2 calibrated 95.5/0.8 125.9/1.0 95.8/0.9 125.8/0.9 

area 3 
uncalibrated 101.6/2.4 96.6/5.7 95.3/3.0 93.7/4.4 

area 3 calibrated 97.5/5.1 130.3/9.0 95.1/1.6 125.2/1.4 

area 4 
uncalibrated 102.7/0.6 104.9/3.7 103.1/2.2 105.1/3.8 

area 4 calibrated 103.5/0.6 130.7/0.7 103.7/0.6 130.5/0.7 

Table 2. Spatial noise of the distance images in Fig. 7 – Fig. 10 

The mean value and standard deviation across all pixels within the marked areas in Fig. 7 – 
Fig. 10 has been calculated and the results are shown in table 2. It can be clearly seen that the 
proposed motion compensation algorithm (with calibration) in (Hussmann et al., 2011a) 
combined with the pseudo-four-phase-shift algorithm proposed in (Hussmann & Edeler, 
2010) has almost the same standard deviation for the background (area 4) and the object 
(area 2) as the state-of-the-art 4-phase shift algorithm and the motion compensation 
algorithm (with calibration) in (Hussmann et al., 2011a). However the mean value of the 
proposed motion compensation algorithm (with calibration) has an offset due to the 
calibration. Hence this offset has to be calibrated as well. Anyhow the proposed 
combination algorithm is working at the double frame rate, which is a desired feature for 
machine vision applications. 

4. Conclusion 

In this chapter we highlighted the advantages of the PMD technology for machine vision 
applications compared to other range measurement systems. The equations needed for the 
design of such a system are derived and demonstrate the simplicity of the extraction of the 
range information. A PMD camera delivers absolute geometrical dimensions of objects 
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without depending on the object surface, - distance, -rotation and –illumination. Hence 
PMD TOF vision systems are rotation-, translation- and illumination invariant. 

The major advantage of the PMD technology is the delivery of an evenly distributed range 
and intensity images because each pixel calculates a range and intensity value. The PMD 
technology has an inherent suppression of uncorrelated light signals such as sun light or 
other modulated light disturbances. However if those light sources saturate the sensor, the 
range information is lost. More advantages of the PMD technology are the acquisition of the 
intensity and range data in each pixel without high computational cost and any moving 
components as well as the monocular setup. All these advantages lead to a compact and 
economical design of 3D TOF vision system with a high frame rate. This vision system can 
not only be used for machine vision applications but also for many other applications such 
as robotic, automotive, medical and multimedia applications. 

In this chapter experimental results of a modified motion artefact compensation algorithm 
for PMD TOF vision system for a typical machine vision application are presented. Distance 
uncertainties at the object edges are greatly reduced. However a calibration (multiplicative 
shading correction) has to be done before to achieve this performance. The experimental 
results show that the proposed modified algorithm is working at the double frame rate 
compared to the original motion artefact compensation algorithm with almost the same 
performance. For real-time machine vision applications it is very important to have a high 
frame rate. The proposed algorithm will be more suited as only two image captures are 
needed instead of four to calculate the distance image.  

The aim of the proposed motion compensation algorithm is to remove the displacement 
between the same target object points in the amplitude images due to the target movement. 
Subsequently the compensated amplitude images are used to calculate the distance image. 
Hence the target object must not have a uniformly reflecting surface. For the same reason 
the object orientation or form also does not affect the performance of the proposed 
algorithm. 

It has to be noticed that the proposed modified motion artefact compensation algorithm 
(and also the original algorithm) only works for constant lateral movements. Speed 
changes are not taken into account, which would result in distance uncertainties at the 
object edges. But still the proposed method is able to determine the 3D dimension 
measurement of fast moving objects with a higher precision than the state-of-the art 4-
phase-shift algorithm. 

The performance of the proposed modified motion artefact compensation algorithm is 
investigated offline using Matlab. It has been shown that the algorithm is working at the 
double frame rate compared to the original motion artefact compensation algorithm. The 
maximum frame rate of the used commercial camera (PMD[vision]® CamCube 2.0) is 25 fps, 
which corresponds to a capture time of 40 ms per image. If the proposed algorithm would 
be implemented into the PMD camera, the frame rate would increase to 50 fps and a capture 
time of 20 ms respectively. If the hardware arctangent function in section 2.4, which has a 
total processing time for one range image of 6.66 ms, would be implemented as well, there 
would be 13.34 ms left for the remaining processing. This time is long enough to calculate 
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the range data in real-time. Hence it can be concluded that the proposed algorithms are well 
suited for machine vision applications. 
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1. Introduction 

In this chapter, rotation angle estimation algorithms for textures and their real time 
implementations on a custom smart camera called FU-SmartCam is introduced (Ulas et al., 
2007) and improved. In the textile industry, weft-straightening is a fundamental problem 
which is closely related to the rotation angle estimation. Earlier weft-straightening machines 
used simple sensors and hardware; however, with the increased complexity of fabric types 
and demand for faster and more accurate machines, the whole industry started to switch to 
smart camera systems. Three basic methods, which are based on FGT constellation, polar 
transformation, and statistical features, are proposed and their performances are evaluated.  
As an improvement to statistical based method, we introduce a neural network based 
approach to choose optimum weights for the statistical features. Moreover, a comparison 
between FU-SmartCam and a commercial one called Tattile Smart Camera is given. 
Experimental results show that the introduced algorithms provide satisfactory performance, 
and can be used in real time systems. 

Weft-straightening operation is a well-known problem in the textile industry. After the 
fabric is washed, before it goes to the drying process, weft-straightening must be done. 
Namely, rotation and deformations in the fabric must be measured and corrective action 
must be taken. In principle, this can be done by a human operator at relatively low speeds. 
An experienced operator can both detect the rotation and/or deformation in the fabric with 
naked eye and take corrective action by sending the proper commands to the motor drivers. 
Primitive weft-straightening machines used relatively simpler optical sensors and hardware. 
That is, instead of using CCD cameras and embedded systems to analyze the captured 
images in real-time, earlier systems and their sensors were based on interference and other 
optical/physical properties of light. Seiren Electronics’ DENSIMATIC is one of such 
example (Seiren Electronics).  However, speed and accuracy can be improved considerably 
by using machine vision systems. With the increased complexity of fabric types and demand 
for faster and more accurate processing, use of advanced machine vision algorithms with 
CCD cameras and embedded systems started to appear in commercial products. ElStraight 
manufactured by Erhardt + Leimer Company  (Erdhard + Leimer) is a well-known example 
that uses four cameras (Tattile Smart Cameras) for weft-straightening as shown in Fig. 1.   
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Fig. 1. Weft-straightening machine from by Erhardt+Leimer company (Erhardt+Leimer). 

There are several known pattern recognition algorithms to identify different patterns in an 
image under the presence of translation and rotation. Some of the relevant research papers 
are (Tuceryan and Jain, 1998), (Loh and Zisserman, 2005), (Josso et al., 2005), and (Araiza et 
al., 2006), and the references therein. However, in the weft-straightening problem, we have a 
known texture which is subject to translation and rotation, and the problem is to estimate 
the rotation angle only. In a typical industrial setup, the width of a fabric equals to a couple 
of meters, and there are four to six equally spaced sensors, each measuring the local rotation 
angle. By interpolating these rotation angle measurements, it is possible to estimate mild 
deformations and curvatures in the fabric. Basically, we have a known 2-D periodic or 
almost periodic signals if the textile irregularities are taken into account. The problem is to 
estimate the rotation angle from discretized and windowed version of the rotated texture 
under the presence of camera noise and quantization errors. 

Rotation angle estimation is not a new subject in computer vision. LI et al. proposed a robust 
rotation angles estimation algorithm from image sequences using annealing m-estimator (Li 
et al, 1998). They call the method robust since the proposed method can deal with the 
outliers. Their aim of proposing a rotation angle estimation algorithm was to solve the 
motion estimation problem. In (Kim Yul and Kim Sung, 1999), another method based on 
Zernike moments is proposed to estimate rotation angles of the circular symmetric patterns. 
Since circular symmetric objects have similar eigenvalues in both directions, the principal 
axes cannot be used for rotation angle estimation. Therefore, they introduce a robust method 
which uses the phase information of Zernike moments. Recently, a rotation angle estimation 
algorithm based on wavelet analysis is proposed for textures (Lefebvre et al., 2011). The key 
point is to find the rotation angle that best concentrates the energy in a given direction of a 
wavelet decomposition of the original image. 

A typical texture image and its 10 degree rotated version are given in Fig. 2.  In Fig. 3, a 
hypothetical deformation of the fabric is shown, which is exaggerated for a better 
illustration. Measurement of four local rotation angles can be interpolated to estimate the 
actual deformation. 
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Fig. 2. A typical fabric image (Left) and its rotated and translated version (Right) are shown. 

 
Fig. 3. Measurement of four local rotation angles is used to estimate the fabric deformation.  

In real applications, deformations are much smaller than the exaggerated deformation curve 
shown above. 

In this study, in order to solve the rotation angle estimation problem, three algorithms, 
which are based on “FGT Constellation”, “Polar Transformation”, and “Statistical 
Parameters” are proposed. In addition, neural networks based approach is used to choose 
optimum weights for statistical parameters. All of these methods are dedicated to solve 
weft-strengthening problem in the textile industry.  

In Section 2, the proposed methods, FGT constellation, Polar Transformation, and Statistical 
Parameters and its extension to neural networks are discussed. Their performance analysis 
is given in Section 3. Finally, some concluding remarks are made in Section 4. 

2. Rotation angle estimation algorithms 

2.1 Polar transform approach 

Polar transformation approach is related to the computation of the autocorrelation, ( , )tR x y , 
of the texture, ( , )t x y . For an MxN image, the autocorrelation function is also an image and 
can be written as; 

 
M N

i=1 j=1
( , )= ( , ) ( , )tR x y t i j t i x i y   (1) 
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where i and j are the dummy variables for summation. This eliminates translation 
dependence. Rotation and translation of the texture,  t(x,y)  only rotates ( , )tR x y . To estimate 
pure rotation in ( , )tR x y , one can look at its polar representation, , ( , )t polarR r  . It is easy to 
see that pure rotation around the origin in the Cartesian space corresponds to translation in 
the   direction in the polar space. Therefore, now the problem is reduced to the estimation 
of the shift in the y direction of , ( , )t polarR r  . A simple correlation analysis can be used to find 
the value of d for which the correlation between , ( , )t polarR x y d   and , ( , )t rotated polarR x y  is 
maximum:  

 , , arg max ( , ), ( , )t polar t rotated polar
d

R x y d R x y    (2) 

This requires a search over d, and for each d value, the computation of the inner product 
requires 2O(n )  floating point operations. As an alternative, it can be considered taking 2D 
Fourier Transform of , ( , )t polarR x y , which converts translation in the second coordinate to a 
linear phase shift in the second coordinate. A simple graphical approach can be used to 
estimate the proportional constant in the linear phase shift, and hence estimate the rotation 
angle. 

Preliminary tests indicate that both variations of this approach are computationally 
demanding, but give accurate angle estimates. For more information about the polar 
transform approach based rotation angle estimation one can look at (Sumeyra, 2007).  

2.2 FGT Constellation approach 

The FGT-Constellation approach also involves computation of the autocorrelation, tR (x,y) , of 
the texture, t(x,y) . However, following this a thresholding is done, and a “constellation” 
like image is obtained. Basically, peaks of tR (x,y) , will appear as bright spots in the 
thresholded image. If the texture is rotated, as shown in Fig. 4, one can see that the bright 
points also rotate in the same way and the same amount as shown in Fig. 5. Then the 
problem turns into finding the brightest point position on the thresholded image by 
searching in the first quadrant of the coordinate axis (see Fig. 6). An illustrative video which 
shows the operation of this algorithm can be found in the following link; 
www.fatih.edu.tr/~culas/rotationestimation/video1.avi. 
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Fig. 4. Left: A picture of texture is having a size of 300 x 450 pixels. Right: The texture is 
rotated about 10 degrees in the counter clockwise direction. 
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Fig. 5. Left: FGT constellation of the original image texture. Right: The FGT constellation of the 
rotated image. When the picture is rotated, the bright spots also rotate by the same amount 
and in the same direction; however, new small spots may appear in the constellation. 

Also, preliminary tests on the .NET platform using the DirectX framework showed the 
feasibility of this approach both computational-wise, and performance-wise. This algorithm is 
later implemented on the FU-SmartCam, and for 64x64 image size, we were able to get a 
couple of estimates per second with about 1 degree or better accuracy. However, significant 
improvement can be achieved if larger images are used. To overcome the computationally 
demanding autocorrelation computation, which is done by floating point FFT, we tested 2-D 
autocorrelation computation via GF(p) transformation (GT), where p is a large prime satisfying 

 2 22 2 mp N  (3) 
 

 
Fig. 6. Brightest point search region. 

where is the image size, and m is the number of bits used to store the intensity information. 
Note that, to be able to perform fast GT by using the well-known “divide and conquer” type 
approach of FFT, we need the prime to be of the form, 
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  12 1up k   (4) 

where uN = 2  is the image size. We have successfully tested this approach in .NET platform 
using the DirectX framework: We have selected, 1073741953p  and used 10g   instead 
of 2 /128ie  . Preliminary tests indicate significant speedup, because instead of floating point 
operations, only 64 bit integer operations are needed, and the structure of the code is very 
similar to FFT code structure. The theoretical FGT approach, in principle can also be applied 
for the computation of the autocorrelation in the Polar Transform method. However, there 
seems to be no simple and fast way of doing Cartesian to polar transformation without using 
computationally expensive floating point operations. 

2.3 Extraction of statistical features 

In order to avoid the computational difficulty of autocorrelation computation, and polar 
transformation, we use a completely different method based on the computation of several 
statistical features from the fabric. Parameters varying significantly with rotation are 
considered as suitable for the rotation estimation. In addition, the parameter changes should 
be preferably linear or almost linear with the rotation, and for real-time applications, they 
should be easy to compute. For this purpose, five statistical features are proposed for a 
texture image. These are given as; 

 1-D linear model 
 2-D linear model 
 Means of the standard deviations parallel to the x - axis 
 Means of the standard deviations parallel to the y - axis 
 Means of the standard deviations along the diagonal axes.  

These features affect the overall system performance. In performance evaluation tests, we 
show the benefit of using large number of statistical parameters instead of using small set of 
features.  Statistical parameters based approach is computationally more attractive. The 
reason is that a look up table is generated based on the reference fabric and this is stored in 
the memory. Then for a rotated image, these statistical features are computed, and then 
using the nearest neighborhood method or weighted 1-norm distance metric, best matching 
rotation angle is estimated.  

Computation of the statistical features is explained starting from following subsection. Then 
two scenarios for rotation estimation based on statistical features are analyzed,   

 By using only 2-D model parameters, 
 By using all features. 

2.3.1 2-D modeling 

We model each pixel value with the following equation. 

 ˆ( , ) ( , ) ( , )y xt x y t x y d t x d y       (5) 

where   and  are the model parameters. Apart from these parameters, there are also two 
variables which are xd  and xd . These variables,  xd  and xd , correspond to shifts/periods in 
x and y directions respectively. These parameters can be determined by using a trial and 
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error depending on the fabric type. Hence, there are a total of 4 parameters. One possible 
method to determine   and   given the values of  xd  and xd  is the minimization of the 
following cost function. 

 ˆ
M N

2
y x

x=1 y=1

f = [-t(x,y)+ t(x,y - d )+ βt(x - d ,y)]  (6) 

To minimize this cost function, derivatives with respect to   and   are computed, and set 
to zero; 

 f
= 0





         f
= 0

β



 (7)   

After the solving these two equations, one can get   and  as, 

 ,,
22112112

211112

12212211

212122

AAAA
BABA

AAAA
BABA








   (8) 

where 11A , 12A , 21A , 22A , 1B , and 2B  and  are: 

 2
11 12

1 1 1 1

( , ),           ( , ) ( , ),
M N M N

x x y
x y x y

A t x d y A t x d y t x y d
   

        (9) 

 M N M N
2

21 x 22 x y
x=1 y=1 x=1 y=1

A = t (x - d ,y),              A = t(x - d ,y)×t(x,y - d ),   (10) 

                                 
1

1 1

( , ) ( , )
M N

y
x y

B t x y d t x y
 

  
        

M N

2 x
x=1 y=1

B = t(x,y)×t(x - d ,y).  (11) 

Variation of the model parameters with respect to rotation angle is shown in Fig. 7. The 
texture image is rotated from -30 to +30 with 0.5 degree steps and its corresponding 2-D 
model parameters are computed. We observe that these parameter variations are almost 
linear when the distance values are 2xd  and 1yd  .   
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Fig. 7. 2-D model parameters versus rotation angle. The rotation angle is incremented from -
30 to +30 with 0.5 degree steps. 
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2.3.2 1-D modeling 

The 1-D model parameter approximation is similar to 2-D model parameter approximation. 
The following 1-D equation can be used for this type of modeling,  

 ˆ
x yt(x,y) = γt(x - d ,y - d )  (12) 

In this case,   has the following equality, 

 
M N

x y
x=1 y=1

M N

x y x
x=1 y=1

t(x - d ,y - d ) t(x,y)

γ = .

t(x - d ,y - d ) t(x - d ,y)





 (13) 

Variation of the 1-D model parameter,  , with respect to rotation angle is shown in Fig. 8. 
The texture image is rotated from -30 degrees to +30 degrees with 0.5 degree steps and its 
corresponding 2-D model parameter is plotted versus the rotation angle. As it is seen, 
variation is not linear for the distance values 2xd  and 1yd   and this is a high 
undesirable feature. 
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Fig. 8. 1-D model parameter,    variation versus rotation angle. The rotation angle is 
incremented from -30 degrees to +30 degrees with 0.5 degree steps. 

2.3.3 Mean of the standard deviations along the X-Axis 

The mean of the standard deviations along the x axis can be expressed as follows;  

 
i

M

x
i=1

σ

I =
M


        x

I
Φ =

Ψ
 (14)  

where I   is the mean of standard deviation along the x axis of the texture image. We divide 
I to  , which is the mean of the gray level image pixels, in order to eliminate the ambient 
illumination effects of the environment. 

ix  is the standard deviations of the ith row, and M, 
represents the width of the image.  The variation of the mean of standard deviations along 
the x-axis versus rotation is shown in Fig. 9. 
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Fig. 9. Mean of standard deviations along x-axis versus rotation angle. 

2.3.4 Mean of the standard deviations along Y axis 

Similarly, the mean of the standard deviations along the y axis can be expressed as follows; 

 1
i

N

y
iJ

M





       
y
J  (15)    

J is the mean of standard deviations along the y-axis of the texture image. Similarly, it is 
divided to mean intensity level of the image to find y . The standard deviation of the ith 
column is denoted by 

iy , and N represents the height of the image. The variation of 

y with the rotation angle is shown in Fig. 10. 
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Fig. 10. Mean of standard deviations along y-axis. 

2.3.5 Statistical feature based on mean of the standard deviations along diagonal axes  

 1
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K1 and K2 are the means of standard deviations on the diagonal and off-diagonal axes of the 
texture image. D stands for the number of the diagonal elements. Actually, for all study, M, 
N, and D are the same size since we work with the square images. Fig. 11 shows the 
variation of this new parameter with respect to the rotation angle. 
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Fig. 11. Mean of standard deviations along diagonal axes. 

2.4 Rotation angle estimation by using statistical features and model parameters 

The main problem in rotation angle estimation is to find the useful statistical parameters 
which change significantly and linearly with rotation. To be able to find the best candidates, 
variations of each parameter are drawn as in the previous section and looked for the linear 
and important changes. Then, we decide if these parameters might be used or not. After 
determining the statistical features, a look up table is generated by rotating the reference 
image in a range and its statistical parameters are stored. In the estimation process, for the 
rotated image, the statistical features are computed, and the parameters are searched 
through the look up table by using a nearest neighborhood search (NNS) method. The 
closest parameter combination is accepted as rotation estimation. However, this idea best 
works by assuming that the features change linearly with the rotation, and all of them have 
the same importance. In fact, this is not true for many cases. Because, neither the parameters 
change linearly nor have the same importance. For this reason, we append the artificial 
neural networks to the proposed method to overcome this problem.  

Another issue is to use sufficient number of statistical features. To show the importance of the 
number of parameters, the experiments are divided into two parts. In the first section, only 2-D 
model parameter is chosen as feature parameters, which are the most effective ones. In the 
second section, all statistical parameters are exploited to show the improvements. 

2.4.1 Using only 2D model parameters 

In this subsection, the 2-D model parameter is used as the statistical feature. A look-up table 
is generated by rotating the reference image in a desired region and calculating the 2D 
model parameters for each rotation.  

 ( ) [  ]i i i         1 i M  (17) 
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where, θ, denotes the amount of rotation, and i is the index of each rotation starting from the 
first to last rotation, M.  After the look-up table is built, the system performance is tested in 
the same region with higher resolution. For example, one can generate the look-up table in 
the region of -30 degrees to +30 degrees with 0.5 degree steps, and then the method is tested 
in the same region with 0.1 degree steps.  

Another important point is the problem of choosing distance parameters,  xd   and yd  . 
These parameters have to be chosen properly because they significantly affect the linearity 
of the variations. To decide which distance values are suitable for the reference texture 
image, we followed two ways. The first one is to draw the parameter-rotation graph for 
each, xd  and yd   combinations and look at the linearity and amount of change. The second 
and more professional one is to calculate the sum of least square errors between actual and 
estimated rotations for  xd   and yd   combinations and accept the combinations which give 
the smallest error.  

After we decide the distance parameters,  xd   and yd  , the measured model parameters,   
and , are searched through the look-up table and the closest variations are used for rotation 
estimation. In general case, if we have foreknowledge about the weights of the parameters, 
we can use the weighted nearest neighborhood search as,  
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i i i

i

e w 


      (18) 

where ( )i  is the ith row of the look-up table if the parameters are put on the columns. The 
weights are represented as w  which emphasizes  some statistical parameters over others. In 
this section, w  is chosen as unity vector.  

2.4.2 Using all statistical parameters 

To get better results in rotation estimation algorithm, all statistical features explained in 
Section 2.3 are used. The idea is very similar to the two model rotation estimation algorithm; 
the first difference is that we generate the look-up table with all these statistical parameters. 
The other difference is the computational cost. In this method, the processing and searching 
time increases due to the number of the parameters that are used. The look-up table has the 
following structure; 

 ( ) [      ]
i i ii i i i x y d              1 i M   (19) 

2.4.3 Drawbacks of nearest neighborhood search (NNS) 

The NNS is used to solve one norm distance problem. However, the NNS algorithm may 
fail if the parameters do not have the equal weights and linear changes with the rotation. We 
observe that the statistical parameters, explained in Section 2.3, are neither exactly linear nor 
have same importance. The second problem with the NNS is the searching time. If the look-
up table is generated with high resolution, the table becomes so large and takes long time to 
estimate the amount of rotation. The method can be accelerated from O(N) to O(logN) by 
using kd-tree space quantization methods (Bently, 1980). Another and better solution is to 
use artificial neural networks in order to find the weighting factor and speed up the 
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algorithm significantly. In neural networked based solution, the method becomes much 
faster since it does not need any searching method, and it is sufficient to train look up table.  

2.5 Neural network improvement to statistical parameters based approach 

Statistical parameters do not have equal importance on estimating the rotation angle; 
therefore, artificial neural networks are used to choose optimum weights for these 
parameters.  To do this, Fletcher-Reeves updates etc., as shown in Fig. 12, we formed a 
global user interface in Matlab to test the performance of the various neural network 
training methods such as Levenberg-Marquardt (LM), BFGS quasi-Newton back 
propagation, conjugate gradient back propagation with Fletcher-Reeves updates etc.  

Statistical features based method is computationally very attractive. Experimental results 
show quite affirmative results: An accuracy of less than 0.2 degree can easily be achieved 
with relatively little computational effort. In our tests, we observed that LM training method 
provides better performance over others. 

 
Fig. 12. A Test Platform formed in Matlab to test Neural Network with various training 
methods and compare the results with Nearest Neighborhood method. 

3. Experimental results 

3.1 Experimental setup 

Tattile Smart Camera has a StrongARM SA-1100 processor based board, and Lattice iM4A3 
programmable logic device. The StrongARM SA-1100 board is a low power embedded 
system running a Linux port. The architecture of the board is heavily based on the LART 
project done at Delft University (LART project). Tattile Smart Camera also has a progressive 
CCD sensor, and image acquisition is done by the high speed logic circuit implemented on 
the Lattice iM4A3 programmable logic device. In principle, it is possible to use a desktop 
PC, cross compile the code for StrongARM and then upload (ftp) it to the board via network 
connection. However, one still has to work with cross compilers, and simulators for 
prototyping experiments.  
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On the other hand, the FU-SmartCam embedded system which does  not use that low power, 
but has more processing power, memory, and flash storage. It has Vortex86 processor (Vortex 
system) in it, and runs the Intel x86 port of Linux, i.e. the Linux port which runs on regular 
desktop PCs. Because of this, there is no need for cross compilers, and simulators. Complete 
prototyping experiments can be performed on the desktop PC, and the generated code will 
run without any modification on the target board, which is slow as the Vortex86 but not as 
powerful as a Pentium 4. The image acquisition was performed using a low cost interlaced 
scan camera with a Conextant Bt848 chip. The FU-SmartCam is shown in Fig. 13. 

The FU-SmartCam has VGA, Keyboard, Ethernet, and RS-232 connections, is extremely 
flexible, and easily reconfigurable. Currently, we are also developing a relay board with a 
small 8-bit microcontroller interfaced to the Vortex over RS-232. This relay board will enable 
direct connection of the FU-SmartCam to several industrial equipment. 

 
Fig. 13. FU-SmartCam : On the top, we have a low cost interlaced scan camera, in the middle 
we have the Vortex system, and in the bottom we have a dual output power supply. The 
Vortex system itself consists of two boards. The overall system is quite small. 

3.2 FGT constellation performance analysis 
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Fig. 14. Error versus rotation in the range of -20 degrees to 20 degrees with 0.1 degree steps. 
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In this part, the performance of the FGT constellation approach is investigated, as seen from 
the Fig. 14, the maximum absolute error is about 3 degree and the average of error is about 1 
degree. Due to periodicity, although we expect to see algorithm to work in the range of -45 to 
+45, we observe that the method works fine in the range of -30 to +30 (see Fig. 15.) However, 
for weft-strengthening problem, this range can be acceptable for rotation angle estimation.  
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Fig. 15. The drawback of the FGT constellation based approach. The algorithm cannot 
estimate rotation angle if there is a 30 degrees rotation in both directions. 

3.3 Using only 2-D model parameters 

In order to test the performance of the statistical parameters based approach, we plot the 
errors with respect to rotations. The look-up table is generated in the region of -30 degrees to 
30 degrees with 0.5 degree steps and it is tested in the same region with 0.1 degree 
resolution.  

First of all, to show the effect of the distance parameters, the distance values are taken 
randomly as 1xd   and 1yd   and the error variations versus rotation is given in Fig.16. From 
this figure it can be seen that, the error becomes considerably high in some rotations and 
cannot be acceptable as acceptable.  
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Fig. 16. The effect of the distance values. Randomly, they are taken as 1xd   and 1yd  . 
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However, as explained in Section 2.4, if the proper distance parameters are chosen as dx = 9 
and dy = 8, the error variation versus rotation is shown in Fig. 17, and can be considered as 
acceptable. The average absolute error of the estimation is less than 0.5 degree. 
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Fig. 17. The error variation versus rotation for the optimum distance, dx = 9 and dy = 8. 

3.4 Using all statistical parameters with nearest neighborhood method 

In this section, all statistical feature parameters are used for rotation angle estimation. The 
testing region is again from -30 degrees to +30 degrees with 0.1 degree steps. In this case the 
results are very attractive and the absolute error is about 0.2 degree. The distance parameter 
were chosen as dx = 9 and dy = 8. The variation of estimation error versus rotation angle is 
shown in Fig. 18. 

3.5 Using all statistical parameters with artificial neural networks  

To compare the results of neural networks and nearest neighborhood based methods, we 
used the same texture image and same optimum distance values in the same testing region. 
In Fig. 19, the error variation for only 2-D model parameters is shown. 
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Fig. 18. Rotation estimation error versus rotation angle. The estimation error is about 0.2 
degree. 
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In order to show the power of using all statistical parameters with neural networks, we 
increased the testing resolution from 0.1 degree to 0.01 degree and plot the result in Fig. 20. 
The estimation error is decreased up to 0.1 degree, which was about 0.2 degree in nearest 
neighborhood method. Therefore, the performance is increased almost two times. If we 
compare the computation time, neural network is much faster than nearest neighborhood 
based method.  
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Fig. 19. Rotation estimation error variation versus rotation angle. Here only 2-D model 
parameters are trained in neural networks. 
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Fig. 20. Rotation estimation error variation versus rotation angle. Here only all model 
parameters are trained in neural networks. The testing resolution is increased to 0.01 degree 
to show robustness of the algorithm. 

4. Conclusion 

In this chapter, the weft-straightening problem encountered in the textile industry is described. 
As a solution of rotation angle estimation which is the fundamental part of the weft- 
straightening problem, three different algorithms are introduced.  The first algorithm is based 
on the Polar Transform which is applied to auto-correlated images; therefore, the translation in 
the θ direction gives the rotation angle. The second one is based on FGT constellation 
approach, and it depends on the autocorrelation of the thresholded image. FGT constellation 
consists of regularly distributed bright spots and the rotation angle is estimated by finding the 
brightest point in the first quadrant of the coordinate axis. The third algorithm is based on 
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statistical parameters. These parameters, firstly, are computed for the reference image and a 
look up table is generated for its artificially rotated images. The statistical parameters of the 
input image are searched in the look up table and the closest one is found as rotation angle. 
Finally, in order to improve the statistical parameters based approach, neural networks are 
used to choose optimum weight factors since not all parameters have the same importance. 
Various neural network training methods are tested to find the best performance. The results 
show that the proposed methods can be successfully implemented in the real-time systems. 
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1. Introduction  

The surface finish of machined parts is of the utmost importance in determining their 
quality. This is not only for aesthetic purposes. Since in several industrial applications the 
machined parts have to be in contact with other parts, surface finish is also a determining 
factor in defining the capacity of wear, lubrication, and resistance to fatigue (i.e. service 
life). To determine the quality of machined parts, the roughness is analyzed to be a 
representation of the surface texture. Therefore, mathematical techniques have been 
developed to measure this criterion; such as the roughness meter, X-ray diffraction, 
ultrasound, electrical resistance, and image analysis (Alabi et al., 2008; Xie, 2008; Bradley 
& Wong, 2001). 

The surface finish is the factor that determines whether the edge is sharp or not because this 
presents linear and continuous segments when the tools are sharpened and discontinuous 
segments when the tool begins to dull. In this chapter, the surface finish is analyzed utilizing 
images of machined parts. The texture of the surface of these parts is characterized by lines 
representing the valleys and ridges formed by the machining process. The continuity of the 
scratched surface is segmented by applying the standard modified Hough transform, and 
the quality of the surface is assessed by analyzing the continuity of the scratch. 

The Hough Transform has been studied by many different authors (Leavers, 1993; Illingworth 
& Kittler, 1988), through which various techniques have been developed. The principal 
differences between these techniques are the parameters employed for the study of the space 
generated. It has been mentioned that the Hough transform is a case of the Radon Transform. 

The stages of the standard Hough transform, developed by Duda and Hart (Duda & Hart, 
1972) are the following: 1. Determination of and  ; 2. Accumulator registration; 3. 
Maximum location in the accumulator; and 4. Image reconstruction. This methodology has 
been used to analyze uniform machined parts in milling machines (Mannan, Mian & 
Kassim, 2004). In this chapter, machined parts will be analyzed on Computer Numerical 
Control (CNC) lathes, and will be improved by the methodology mentioned. An 
intermediate stage has been added between stages 1 and 2 to discriminate possible pixels 
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that are not part of the lines to be segmented. Another contribution has been introduced in 
stage 4, where the reconstruction is undertaken using the straight lines that form the image 
without projection, up to the edges of the image. These modifications were implemented to 
optimize the developed application. 

The Hough transform is a mathematical method that uses an edge detector to locate points 
that could form a perceptible edge. The method determines if the points are specific 
components of a parameterized curve. This was developed in 1962 by Paúl Hough (Davies, 
1990) in order to find, in nuclear physics, the straight paths of high energy particles in a 
bubble chamber; but not until 1969 was the Rosenfeld (Illingworth & Kittler, 1988) 
proposed algorithm introduced for use in the image processing area.  

2. The hough transform 

The Hough transform is a method used for line segmentation. It is based on the 
transformation of a straight line in an x-y plane (eq.(1)) into a point in an m-b plane (eq. (2)). 
The line equation (eq. (1)) defines each one of the lines in the x-y plane by means of a slope 
(m) and a y-axis intersection (b). 

The points that form the line in the x-y plane are represented by one point in the new m-b 
plane, as shown in Fig. 1. In this, the line of the x-y plane has a slope value equal to the unit 
and an intersection equal to two. One can see that this line is represented by only one point 
in the m-b plane, whose coordinates correspond to the parameter values (m,b) that define the 
straight line in the x-y plane (Leavers, 1993). 

 y=mx+b, (1) 

 b=y-mx. (2) 

 
  a) x-y plane    b) m-b plane 

Fig. 1. The Hough transform. a) Representation of the straight line in the x-y plane. b) 
Representation of the same line in the m-b plane. 

When using the Hough transform to solve the problem of locating straight lines and then 
searching for points with greater frequency in the m-b plane, the following routines and 
elements need to be created and evaluated: 

1. Acummulator: A table whose cells are initialized to zero. The number of rows and 
columns in the accumulator are determined by the maximum values of the parameters 
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(m,b) of the lines to be segmented. For example: a line in the x-y plane is defined by two 
points and the points that are found between these two points belong to a straight line, 
as the points shown in Fig. 2a. The expected slope of the straight line formed by these 
three points is in the interval 0 < m < 3, while its intersection with the y axis is in the 
interval 0 < b < 5. Thus, the accumulator has to be constructed with four columns and 
six rows to accommodate the expected values of m and b, for the line defined by these 
three collinear points. 

2. Evaluation of points and registration in the accumulator. Eq. (2) is solved by 
maintaining constant the values of the coordinates for each point (x,y), and varying the 
value of m in its expected interval. Each point describes a straight line in the m-b plane, 
as shown in Fig. 2b. In the cells of the accumulator, their values are increased by one 
unit according to the cells coinciding with the projection of the points in the expected 
values for (m,b). This can be seen in Fig. 2c, in those cells with values other than zero. 

3. Search for the greatest number of intersections in the accumulator: All the collinear 
points belonging to a given line intersect (or are counted) in the same coordinate (m,b) 
within the Hough space. The intersections are registered in the accumulator cells 
(frequency fr). The cell with the highest frequency of intersections defines the 
parameters (m,b) of the straight line in the x-y plane. 

4. Construction of the straight line: Equation (1) is evaluated by maintaining constant the 
values of m and b obtained in the accumulator, and by varying the value of x in an interval 
determined from the amplitude of the x axis in the x-y plane. Fig. 2d shows the 
construction of the line depicted in Fig. 2a. The limitation of employing the m-b 
parameters manifests itself when lines perpendicular to the x axis are to be segmented. In 
such a case, m tends to infinity. To solve this indefinition, Duda and Hart (Duda & Hart, 
1972) propose to use the parameters (θ, ρ) of a vector starting at the origin and oriented 
perpendicular to the line to be segmented. In this parameterization, θ is the angle 
sustained by the vector and the x axis, and ρ is the distance measured from the origin to 
the intersection between the vector and the line (see Fig. 3). This parameterization is 
described by eq. (3); it is known as the Standard Hough Transform (SHT). 

 i ix y sincos    , where 
2 2
    . (3) 

In this new space, each point with parameters (θ,ρ) is mapped into a sinusoid when its 
coordinates ix  and iy  are kept constant (see eq. (3)), and the value of θ is varied within the 
specified interval (Duda & Hart, 1972). 

The process used to identify straight lines with the SHT is presented in Fig. 3, where we 
can see four points (Fig. 3a). Three of the describe the straight line with greater length. 
Each one of these points is to be projected into a different sinusoid in the θ-ρ space (see 
Fig. 3b). These projections are registered in the accumulator (Fig. 3c), whose dimensions 
are obtained according to the expected intervals for θ and ρ. The interval for ρ is defined 
as (Duda & Hart, 1972): 

    a h a h2 2 2 22 2     , (4) 

where a is the width and h is the height of the x-y plane, respectively.  
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Fig. 2. The Hough transform: a) Collinear points in the x-y plane; b) Mapping and 
intersection of in the points in the m-b plane; c) Accumulator registration; d) Reconstruction 
of the straight line in the x-y plane. 

Expression 4 is used to obtain the possible lengths of the parameterization or radius vector, 
from its origin to the line. When the points are collinear the cells with greater values provide 
the parameters of the lines to be identified. In Fig. 3c we can see the maximum value of 
three, this corresponds to the greatest number of collinear points that define the line of Fig. 
3a having the greatest length. By plotting the values of the intersections in the accumulator 
on a coordinate system with three dimensions (θ, ρ, fr) (where fr indicates the number of 
registered intersections in each cell), one can discriminate, in the accumulator, the cells with 
a high frequency of intersection, as shown in Fig. 3c. In the third axis, corresponding to the 
frequency of intersection, the value of the highest frequency occurs only once; that is, there 
is only one maximum point. Accordingly, there is only one set of points with the highest 
possible collinearity (see Fig. 3a), and therefore a line of greater length in the x-y plane of the 
image. 

The reconstruction of the lines located with the standard Hough Transform is carried out by 
evaluating the values of x in eq. (5) Said values for x are from zero to the value of the width 
of the x-y plane. The evaluation of Eq. (5) for x, is performed by maintaining constant the 
values of the θ and ρ parameters obtained from the rows and columns' values of the cells 
having maximum values in the accumulator. 
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Fig. 3. The standard Hough transform: a) Points in the x-y plane, b) Projection of the points 
in the θ-ρ plane, c) Accumulator and its graphical representation of the intersections in the 
cells, d) Straight line identified in the x-y plane. 

The straight line located from the four points processed is shown in Fig. 3d; it is used to 
evaluate the points and parameters in (Duda & Hart, 1972): 

 i
i

x
y

cos
sin

 



 . (5) 

The Hough transform is an efficient method in detecting lines, circles, and ellipses, but with 
a high computational cost. With the objective of improving its efficiency, several proposals 
have been done (Xie, 2008; Illingworth & Kittler, 1988). The methods to improve the 
performance of the Hough transform are basically in the lines segmentation, and these are 
classified into two groups (Genswein & Yang, 1999): Non Probabilistics Hough Transformations 
(NPHT) (Lee, Yoo & Jeong, 2006) - where one finds the Fast Hough Transform, the Adaptive 
Hough Transform, the Combinatorial Hough Transform, and the Hierarchical Hough 
Transform; and Probabilistics Hough Transformations (PHT) (Xie, 2008) - where the Hough 
Transform of Dynamic Combination, Probabilistic Hough Transform, and Random Hough 
Transform are found. 

The NPHTs propose methods to optimize the discretization of the accumulator as well as the 
identification of the cells with the larger number of intersections or records. The PHTs 
conduct, in an iterative manner, the random selection of small sets of points until a cell in 
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the accumulator exceeds a defined limit in line identification. The points that define the line 
in the image are deleted and the selection of new points starts again, this process is done in 
an iterative manner until the processing of all points in the image is accomplished. 

Yun-Seok et. al. (Lee, Yoo & Jeong, 2006), stated that the developed techniques in the non-
probabilistic Hough transformations decrease the complexity of finding the maximum point 
in the accumulator. However, in these methods, all the possible orientations of θ must be 
considered. Meanwhile, with the probabilistic Hough transformations, the number of points 
to be processed in order to avoid incorrect results must be carefully selected. 

3. Edge detection and binarization of the image 

The creation of a binary version of the original image is carried out as a pre-processing 
stage; this provides a significant decrease in the number of points to be processed. 
Through this preprocessing stage, only the points that form part of the objects of interest 
in the image are considered for further analysis, while those that belong to the bottom are 
discarded. 

3.1 Edge detection 

Edge detection is based on the abrupt variation of pixel intensity between the borders and 
the background, where the borders define the edges of the objects that form the image. This 
permits definition of false edges due to noise in the image. Techniques to identify edges 
based on discontinuities in the pixels’ intensity are based on the gradient obtained in the 
image f(x,y) at (x,y), where the point (x,y) is defined as a vector perpendicular to the edge 
(Szeliski, 2008): 
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, (6) 

where G is the maximum variation in the intensity of f (which corresponds to the intensity 
and position of each pixel in the image) in the (x,y) point per unit of distance, with 
magnitude and direction given by (Szeliski, 2008): 
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Several gradient operators have been divided into two groups, the first-derivative operators 
and the second-derivative operators. In the first group are the Sobel, Prewitt, Roberts, 
Kirsch, Robinson, and Feid-Chen operators. In the second group are the Laplacian and 
Gaussian Laplacian operators. In this work, we focus on the Sobel operator to detect edges 
and smooth the image, thereby minimizing the noise due to false edge resulting from the 
noise enhancement produced by the derivative operators (Gonzalez & Woods, 2008).  

The Sobel operator computes the intensity values change approximation at a point when it 
is considered to be a neighborhood of a 3×3 size, taking the point as the center. The Sobel 
mask is shown in Fig. 4. 
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                 a)             b) 

Fig. 4. Sobel masks. a) Mask used to obtain xG . b) Mask used to obtain yG . 

Edge detection using the Sobel operator implies the computation of the sum of the 
coefficient of the gray scale levels of the pixels contained in the region enclosed by the mask: 
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An example of the resulting image applying the Sobel methodology is shown in Fig. 5b. 

A threshold is applied for the construction of the binary image. This threshold is used in the 
gradient image to identify and separate the pixels which belong to the edges of the image 
from those that form the background: 
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                       a)                    b)                  c) 

Fig. 5. Binary image construction from a threshold of the gradient image: a) 8-bit gray scale 
image. b) Gradient image. c) Binary image. 
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The binary image shown in Fig. 5c is obtained after the application of the threshold (T=32) 
to the gradient image in Fig. 5b. In the binary image (Fig. 5c) one notices the presence of 
discontinuous edges. A process that significantly reduces the discontinuous edges is the 
algorithm developed by Canny (Canny, 1986); which is implemented in the edge 
extraction stage. 

The Canny algorithm detects the edges applying error criteria, location, and response; these 
conditions can be broken down into three modules. In the first module, the image is 
processed using a Gaussian filter, with the purpose of smoothing both the image and the 
existing noise (Fig. 6): 

 
Fig. 6. Typical Gaussian mask. 

After the image is smoothed, the Sobel operator is applied to obtain the magnitude and 
direction of the gradient. These values are employed as criteria in the second module in 
order to construct a new image, whose edges must have a width of one pixel. In the third 
module, the false modules are determined by applying two thresholds (T1 and T2, T1 being 
less than T2) to the last image obtained. These values are derived from the intensity of the 
pixels, by which it is expected that the edges of objects in the image will be found. The 
intensities of the pixels that are greater than T2 form part of the edges of the binary image, 
as do the pixels whose intensities are greater than T1, and which also have at least one 
neighbor with intensity greater than T2. Figure 7 shows the binary image of Fig. 5a obtained 
with the Canny edge detector (to be compared with Fig. 5). 

 
Fig. 7. The binary image of Fig. 5a, this time obtained using the Canny algorithm. 

 σ = 0.625 pixels

1 2 3 2 1
2 7 11 7 2
3 11 17 11 3 
2 7 11 7 2 
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3.2 Histogram modification 

Image enhancement using intensity distribution is now undertaken. To do this, a histogram 
equalization is proposed. The procedure used to conduct the histogram equalization is as 
follows. The histogram of an image is a discrete function defined as: 

    N g
P g

M
 , (11) 

where  P g  is the probability that a given gray value (intensity) occurs in the image, M is 
the total number of pixels in the image, and N(g) is the number of pixels with intensity g. 
Redistribution or transformation of intensities during the histogram equalization is 
expressed as (Shanmugavadivu & Balasubramanian, 2010): 
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where kiV  is the new intensity value for the i-th pixel in the equalized image, L is the 
number of gray levels in the image, Sk is the number of accumulated pixels with a 
determined value of the i-th intensity, Sk min is the smallest number of frequencies 
accumulated that are greater than zero, and Sk max is the largest number of frequencies 
accumulated from pixels. 

For detection of straight lines in the surface of a polished-finish cutting tool using the 
Hough transform, a binary image of the tool’s surface must be obtained from the original 
grayscale image. To preserve the characteristics of the straight lines, the histogram 
equalization defined by Eq. (12) is used. 

In the proposed framework, instead of predicting the values for the θ parameter in the 

interval ,
2 2
    

, the binary image is processed with the Sobel mask, in order to find the 

direction of the straight lines and to determine the value of θ. Knowing the directions of 
the straight lines reduces the size of the accumulator. Also, the number of iterations in the 
SHT to straight-line segmentation is decreased, compared with previously published 
methods (Illingworth & Kittler, 1988; Leavers, 1993). Next, the pixels that retain the zero 
value in the binary image are selected. The selected points are processed with the SHT. 
The (θ,ρ) cell values with the largest number of intersections in the accumulator define the 
parameters that describe the number of straight lines on the tool’s surface, as well as the 
width of each one. This allows for quantifying the straight lines on the machined surface. 
The width measurements of the straight lines on the tool’s surface can be related to its 
quality. 

4. Proposed framework phases 

4.1 Cutting tool 

A cutting tool has two characteristics to be taken into account, the material and the 
geometry of the tool. The second characteristic may lead to defective machining due to 
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gradual wear and even loss of the tool's shape by, for example, tearing at the radius of the 
nose, as shown in Fig. 8. This damage requires a reworking of the surface or possibly 
discardation of the piece. The damage can be avoided if the cutting tool is changed before a 
catastrophic failure of the edge or cutting edge happens. 

 

 
Fig. 8. Defective cutting tool. 

The images processed to assess the quality of the finish of the studied surfaces are obtained 
from a round bar of a 6061 T6 aluminum with a diameter of 38.1mm (1 ½ inches). This bar 
was machined by a process of hammering without coolant, utilizing a QNMG 432 TF cutting 
tool with a depth of cut at 0.5mm, a cutting speed of 300 mm/min, and a spindle speed of 
700 RPM. The process was carried out on a CNC lathe, with a Model DMC 1820 Galil ® 
driver (Fig. 9). 

 
Fig. 9. CNC lathe use to produce the test cylinders. 

4.2 Framework 

The proposed stages to identify the straight line characteristics of the machined surface’s 
finish by applying the SHT line segmentation procedure, is shown in Fig. 10: 

 
Radio in the nose 

 

 

 

    
 

Wear and tear on the radio in the 
nose 

 

              

Aluminum bar Cutting tool 

Radius of the nose Wear and tear on the radius in 
the nose 
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Fig. 10. Stages of the proposed method. 

 Image: Capture of the surface finish in 8-bit grayscale image with 640×480 pixel 
resolution, in BMP format. 

 Preprocessing: Creation of a binary image from the captured 8-bit grayscale image for 
latter processing in the characterization stage. 

 Characterization: Description of the surface finishes straight lines via the parameters of 
the SHT. 

4.3 Image capture 

The image acquisition of the surface of the pieces machined on the CNC lathe was carried 
out  using a 16X optical microscope (LEICA, Model EZ4D with an integrated 3 megapixel 
digital camera), in BMP format. Pixel intensity was recorded in gray scale with an 8 bits-per-
pixel resolution. 

4.4 Preprocessing 

The preprocessing stage consists of two processes: histogram equalization and gradient 
angle computation. During the equalization of the histogram, the binary image of the 
surface is obtained. At the gradient angle computation stage, the θ information is 
obtained. 

4.5 Binary image construction 

This process begins with the computation of the frequency and cumulative histograms of 
the original grayscale image. To accomplish this, the process described in Fig. 11. 

Upon obtaining the records in the cumulative histogram, the cells with the highest and 
lowest registrations other than zero are sought, assigning them values of SKmax and SKmin, 
respectively. The new intensity values are found from in the image pixels by evaluating 
each register of the table SK of Fig. 11 in eq. (12). 
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Fig. 11. Construction of the frequency and cumulative histograms of the original image. a) 
Frequency histogram; b) Flow diagram of the process; c) Cumulative histogram. 

Having established the new intensity values Vk, the shift in intensity of each pixel is made as 
follows: 

 The intensity of the pixel is obtained. 
 This intensity points to the entry in the table of the Vks, whose value indicates the new 

intensity to be assigned to the pixel. 

The binary image shown in Fig. 12 was obtained, using a threshold value of 128. The pixels 
with intensity values that are less than or equal to an established value are assigned a zero 
for its intensity value, while those pixels with an intensity greater than the threshold value 
are assigned a 255 magnitude value. 
 

   
                                    a)                 b)  

Fig. 12. a) Original grayscale image; b) Binary image. 
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4.6 The gradient angle 

To define the values of the θ angle, the information from the gradient is employed during 
the processing of the original grayscale image. In this chapter, the gradient information is 
used to obtain the angle of the edges having more frequency than in the binary image 
obtained. 

Equation (7) describes the magnitude and gradient angle. These values are gathered using 
the Sobel mask on the binary image obtained by means of the histogram equalization of the 
original image, evaluating each point that does not form part of the background. 

In Fig. 13a, the binary image is observed and in Fig. 13b, the edges are observed. Here, the 
pixels’ intensity within the segment of the specified edge is taken as a reference for the angle 
gradient computation described below. 

 
Fig. 13. Gradient magnitude computation. a) Binary image; b) Enhanced edges. 

With edges highlighted by the gradient magnitude, the following steps are undertaken to 
determine the angle magnitude, obtained by the process described as follows: 

 A table is constructed, consisting of a single column and 361 rows for each of the 
expected angles; that is,  0, 1, 2,…,360. Within these cells, the registration corresponding 
to the angle value is noted. Negative entries correspond to not-yet-evaluated angles. 

 The edge angle is estimated and registered taking only those points that comply with 
the condition that its value in the binary image is zero, and the magnitude of the 
gradient is other than zero. 

 In the algorithm, the angles registered are entered into a table, where the times that the 
angles are given are accumulated to obtain the global information of the edge direction. 

Based on the angles registrations, the interval of the θ parameter of the Hough transform is 
determined. This interval is obtained from the cumulative frequency indicated in Fig. 14, in 
the range proposed (0, 1-45, 46-89, 90, 271-315, 316-359), which corresponds to all of the 
possible angle values of the gradient of the image in such a way that, in the interval where 
the greatest frequency is registered, the interval for θ is determined. 

As an example, the result of this angle grouping scheme is shown in Fig. 14, where the first 
column determines the upper boundary of the θ interval, while the second column shows 
the corresponding cumulative frequency (fr). 

 
a) 

 

b) 

 

Straight line 
edge
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Fig. 14. Angle grouping process used to determine the direction of the straight lines from the 
greatest registration value. 

The definition of all the angles of the detected edges is shown in Table 1. One can observe 
that the intervals go from a minimum of 1 to a maximum of 44 values, using the information 
obtained from the gradient angle. 
 

Initial value Final value Interval width Edge orientation 
0 0 1 90, 270 
1 45 44 91-135, 315-359 

46 89 43 136-179, 271-314 
90 90 1 0, 180 
271 315 44 1-45, 181-225 
316 359 43 46-89, 226-269 

Table 1. Gradient angle intervals and edge directions in the binary image. 

To conclude, the preprocessing stage is conducted by filtering the points in the binary image 
with the gradient magnitude, decreasing the width of the straight lines due to the histogram 
equalization process. The filtering process is carried out as follows: only the pixels having a 
value of zero are selected. For each one of these pixels, its intensity in the table of gradient 
values is checked to ascertain that it is equal to or greater than 255. If this is the case, a value 
of 255 is assigned to the pixel. This way, we have a binary image with fewer points without 
affecting the straight lines of the surface finish during the filtering process. This helps to 
improve the performance of the Hough transform. 

5. Characterization 

The general process concludes in the characterization stage of the surface finish with the 
maximum picks in the parameter space of the Hough transform. The parameter space is 
obtained starting from the values of θ-ρ in the image; these values describe the length of the 
straight line of the surface finish. The stages of this module are: estimation of the values of 
the θ and ρ parameters, construction and evaluation of the accumulator for each one of the 
points in the straight line, and location of the maximum value registration of the 
intersections in the parameters space. 

θ fr 

0 776 

1 562 

46 398 

90 188 

271 411 

316 276 
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5.1 Parameter interval definition 

For the ρ parameter, the expected values are defined by the diagonal of the image obtained 
from the width a and height b values of the image by utilizing eq. (4). Values for the θ 
interval are obtained from the proposed stage in the angle gradient computation, whose 
processes are quantified from the angle frequencies observed in Fig. 14. In this registration, 
the highest value must be located in order to define the values to be assigned to the θ 
parameter. These values can be observed in the first row (indicated by the second column 
value), by which the θ parameter will take the zero value, as described in Table 1. 

5.2 Accumulator construction and points' evaluation in the straight line normal 
equation 

A table for the accumulator is constructed whereby the columns and rows are determined, 
respectively, by the values defined for the (θ, ρ) parameters. Within those cells, the values in 
the expected interval for ρ are recorded. Each one of the values that are not part of the 
binary image background of the surface finish are evaluated in eq. (13), in the interval 
defined by θ. 

 i ix ycos sin    . (13) 

With the binary image of the surface finish, the pixels that do not correspond to the 
background are evaluated using eq. (13), where the θ value is equal to zero (the value 
assigned in the definition stage of the parameters’ interval). If the value of ρ is found within 
the interval defined, it is registered in the accumulator. Fig. 15 shows the registers in the 
accumulator that correspond to the binary image of Fig. 13b. The θ-ρ parameters are located 
in the x-y axis; in the z axis, the frequency of the points that are collinear are shown (those 
registering more than a single occurrence within the same cell of the accumulator). In this 
way, the straight lines of the surface finish are identified by the higher frequencies in the 
graphic. In the graphic of Fig. 15,  only a single peak is observed; this describes the straight 
line observed in the surface finish of Fig. 12a. 

 
Fig. 15. Peak of the straight line in the surface finish of Fig. 12a. 
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5.3 Location of the maximum in the Hough space 

The accumulator table is now explored in order to locate the cell or cells that have the 
highest registration. This is used to obtain the θ and ρ values, which allows for the 
positioning and orientation of the straight lines of the surface finish. 

In Fig. 15, corresponding to the space frequency of the parameters, we can see only one 
point at the top. That point in the Hough transform represents the straight line that is 
observed in Fig. 16. The values shown in the θ-ρ figure of this cell describe the orientation 
and position thereof. 

 
Fig. 16. θ-ρ parameters illustrating maximum frequency. 

6. Results 

6.1 Image acquisition 

The captured image of the surface finish of a piece machined on a CNC lathe is presented in 
BMP format, with 640×480 pixels in gray scale with 8 bits per pixel. From this, a sub-image 
of 256×256 pixels was used to segment the straight lines of the surface finish. This image is 
used to segment the eight straight lines observed, which are characteristic of the surface 
finish of machined pieces using a sharp tool. The purpose of this stage is to achieve the 
construction of the binary image and to compare the obtained results with the algorithm 
based on the Sobel mask and the Canny edge detector. 

 
Straight lines in the surface finish 

Fig. 17. Straight lines typical of surface finish (1 pixel = 0.0052 mm, scale 505:1). 
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6.2 Preprocessing 

6.2.1 Construction of the binary image 

To build the binary image of the surface finish using the Sobel mask (see Fig. 18b) and the 
Canny algorithm (see Fig. 18c), it is observed that both images present fewer points to be 
processed, but both lose information. This is because the binary image constructed with the 
Sobel mask presents discontinuous straight lines of the surface finish, wherein none of these 
present continuity from the beginning to the end of the straight lines observed in the image 
of the surface finish (Fig. 18a). The image constructed with the Canny algorithm preserves 
the continuity in the majority of the straight lines, but they are seen to be distorted. The 
image constructed with the proposed method (Fig. 18d) does not lose information since all 
of the straight lines of the surface finish preserve their continuity and definition. 

 
Fig. 18. Construction of the binary image. a) Original grayscale image; b) Sobel mask 
construction; c) Canny algorithm construction; d) Histogram equalization construction. 

6.3 The θ y ρ parameters interval definition  

The method to obtain the orientation description of the edges is applied on the binary 
images constructed with the gradient by applying the Sobel mask and the Canny algorithm. 
The tables with the computed angle frequencies are presented in Fig. 19. Here one can see 
that the tables of the frequencies that describe the straight line orientation of the surface 
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finish, starting from the interval with the greatest frequency are the binary images 
constructed with the Sobel mask and the proposed equalization method. Therefore, the θ 
parameter can be defined in both images using only one value. 

On the contrary, the binary image constructed with the Canny algorithm does not permit 
the description of straight line orientation with the information from the gradient angle, 
because the interval presenting the highest frequency corresponds to the orientations in the 
interval [0,45]. For this reason, the θ parameter must be defined in the interval indicated to 
make the correct segmentation of the straight lines observed on the surface finish. 

 
Fig. 19. Edge orientation frequency from the gradient information for the correct definition 
of the θ parameter. 

The values expected for the ρ parameter are defined in the literature for the interval

   a h a h2 2 2 22 2     , which has been reduced by applying the proposed method 

of grouping frequencies in the edges’ orientation on the intervals utilizing the information 
obtained from the gradient angle. Since the angle identification of the predominant edges 
corresponds to zero, the straight lines to be segmented are perpendicular. Therefore, the 
magnitude of the radius vector is found in the width dimensions of the image. From this 
conclusion, the values expected for the ρ parameter are reduced to 82%. 

6.4 Processed points in the equalized image 

The image constructed using the proposed equalization method renders a greater 
percentage of points than the 50% found in the original image. This value is reduced by 
eliminating the isolated points, while the distance is increased between the straight line edge 
segments that are not part of the straight lines on the surface finish. The aim of this is to 

Equalization 
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reduce false segmentations due to points that are collinear, but that are not necessarily part 
of straight lines on the surface finish. 

In Fig. 20b, a fragment of the binary image constructed is shown. In this image, a couple of 
isolated points can be observed, as well as a fragment of the straight edge that does not form 
part of the actual straight lines on the finish. The intensities of these pixels and the 
magnitude of the gradient are shown in the tables presented in Fig. 20c and Fig. 20d, 
respectively. An example worthy of consideration is the point located in Column 217, Row 
102. Its intensity value is equal to zero, but the magnitude of the gradient is other than zero, 
so the pixels are considered to be part of the background image, changing its intensity to 
255, as can be seen in Fig. 20e. Accordingly, this point is not seen in the image fragment 
shown in Fig. 20f. This criterion is applied to all of the pixels in the image and a new image 
is constructed, as shown in Fig. 20g, which contains 48% of the points in the original image. 

Once the point-filtering process is applied, we can see, in Fig. 20g, how isolated points are 
eliminated and the distances are incremented between segments of the edges that do not 
belong to the straight lines on the surface finish, without affecting the definition and 
continuity of them. 

 
Fig. 20. Points filtered: a) Binary image; b) Binary image zoomed; c) Table of intensity from 
the fragment in the binary image; d) Gradient magnitude of the binary image zoomed; e) 
Filtered pixels intensity of the binary image zoomed; f) Filtered binary image zoomed; g) 
Filtered binary image. 

6.5 Hough characterization of the straight lines of the surface finish 

6.5.1 Construction of the accumulator 

The accumulator tables of the binary images constructed are shown in Fig. 21. Here we can 
observe that, for the binary image constructed with the Sobel mask and the proposed 
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method of equalization, the gradient information can be employed. This decreases the 
accumulator dimensions by 99% with respect to the accumulator constructed for the binary 
image formed by the Canny algorithm. The Canny accumulator also does not allow for 
defining the orientations of the straight lines of the surface finish by the frequency of the 
angles obtained. 

 
 

 
 
Fig. 21. Accumulator dimensions for the binary images constructed. 

6.5.2 Evaluation of points into the equation of the straight line and its accumulator 
registration 

Fig. 22 presents the registration in the accumulator of the images constructed in order to 
filter the points with the proposed algorithm employing the gradient magnitude and the 
pixels’ intensity from the binary images. This decreases the number of iterations through the 
reduction of the number of processed points. Note that the greatest percentage in the 
reduction of iterations in the constructed image, with respect to iterations realized in the 
images without filtering, is with the Sobel mask (70%), followed by the Canny algorithm 
(29%), and finally the creation of the image by means of the equalization algorithm (18%). In 
addition to reducing the iterations in the processing of binary images filtered with the 
Hough transform, the filtering process provides the reduction of collinear points that are not 
necessarily part of a continuous straight line. This factor is reflected in the location stage of 
the maximum in the parameters space, as described below. 

The time employed to process the image of the surface finish by means of the algorithm 
developed in Mathcad version 14 (on a computer with a 1.66 GHz processor and 1GB RAM, 
running Windows XP) was 15.23 s. without point filtering and 9.17 s. with point filtering. 
This processing time was spent to obtain the segmented straight lines on the surface finish 
image observed in Fig. 22. 
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Fig. 22. Accumulator frequency registration for the filtered binary image. 

6.5.3 Maximum frequencies location in the parameters space 

In Fig. 23, the maximum-frequency points located in the accumulators are shown. One can 
notice that for the points of the binary images constructed with the Sobel mask, the 
maximum value is 244, while for the Canny algorithm the value is 176; presenting a singular 
point in the upper part of their respective graphics. Although the values of the cells describe 
the parameters within the expected values, they offer only the parameters of one of the eight 
straight lines in the image. The threshold value can be decreased to obtain the parameters of 
more straight lines. This would implicate an additional process to define an optimum 
threshold value. On the contrary, with the method proposed here to obtain the image and 
accumulator, the maximum frequency value is high enough to allow for the segmentation 
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Iterations  = 2, 157 

Canny’s algorithm 

 
Number of points = 5, 050 Iterations  = 914, 050 

Equalization

 
Number of points = 31, 510 

 
Iterations  = 31,510 
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all of the straight lines, as can be seen in the graphic corresponding to the binary image 
constructed with the equalization method. 

 
Fig. 23. Maximum frequencies in the accumulators of the constructed binary images. 

The discontinuity observed in the segmented straight line widths in the binary image 
obtained by means of the equalization method is due to the surface finish dimension not 
being constant along each one of the straight lines' widths. This characteristic can be 
observed in the parameters space of the Hough transform. These values are presented in 
groups in Fig. 24, where the straight line describes the obtained parameters. 

 Filtered points registration of the 

binary images in the accumulator 

Straight lines constructed with the 
parameters obtained in the 

accumulators with the filtered points in 
the binary images 

Sobel 

 

Maximum frequency: 99 

 

 

Canny 

 

Maximum frequency: 159 

 

 

Equalization 

Maximum frequency: 256
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Fig. 24. Widths indentified with the Hough transform in each one of the straight lines of the 
surface finish (scale 562:1). 

Is important to underline that the intervals quantity in which the cells are grouped with the 
highest frequency correspond to the number of straight lines in the images. The information 
for each one of them is obtained from the parameters space, using the maximum frequency 
taken from the accumulator.  

7. Conclusion 

By equalizing the histogram of the surface finish image, a binary image is constructed 
without losing the characteristics of the straight lines in the image. 

The proposed method defines the θ and ρ parameters and the selection of the pixels to be 
processed. Gradient-information processing reduces the number of iterations in the 
standard Hough transform. 

With the proposed method, the necessary data can be determined to describe the length, 
width, and straight line numbers of the surface finish from the corresponding parameter 
values of the cells having the highest frequency in the accumulator table of the Hough 
transform without an additional algorithm being needed. 

The number of pixels to be processed is directly related to the number of iterations used to 
segment the lines with the standard Hough transform. Therefore, larger images require a 
higher number of iterations, increasing the processing time for the segmentation of straight 
lines on machined surfaces. 
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1. Introduction  

Detecting geometric shapes like ellipses from real images have many potential applications. 
Some examples include pupil tracking, detecting spherical or ellipsoidal objects like fruits, 
pebbles, golf balls, etc. from a scene for robotic applications, detecting ellipsoidal objects in 
underwater images, detecting fetal heads, cells, or nuclei in biological and biomedical 
images, identifying the eddy currents and zones using oceanic images, forming structural 
descriptors for objects and faces, traffic sign interpretation1, etc.  

Given the very wide scope of applications, it is important that the ellipses can be detected 
from real images with high reliability. Specifically, it is important that the structures that are 
elliptical are indeed detected and the structures that are non-elliptical are not detected as  

        
(a) an example of real image (b) its edge map (after histogram 

equalization and Canny edge detection) 

Fig. 1. An example of a real image and the problems in detection of ellipses in real images 
                                                                 
1 (Antonaros and Petrou, 2001; Belaroussi et al., 2005; Bell et al., 2006; Burrill et al., 1996; Chia et al., 2009; 
Dijkers et al., 2005; Fernandes, 2009; Feyaerts et al., 2001; Foresti, 2002; Foresti et al., 2005; Fu and 
Huang, 1995; He et al., 2009; Hua et al., 2007; Hwang et al., 2006; Iles et al., 2007; Ji et al., 1999; 
Kayikcioglu et al., 2000; Kumar et al., 2009; Kuno et al., 1991; Liu et al., 2007; Lu et al., 2005; Matson et 
al., 1970; O'Leary et al., 2005; Prasad 2011c; Rosin and West, 1992; Salas et al., 2006; Shen et al., 2009; 
Shih et al., 2008; Smereka and Glab, 2006; Soetedjo and Yamada, 2005; Sood et al., 2005; Takimoto et al., 
2004; Tang et al., 2000; Wang et al., 2006; Wu and Wang, 1993; Yuasa et al., 2004; Zaim et al., 2006; 
Zhang et al., 2003; Zhou and Shen, 2003; Zhou et al., 2009) 
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ellipses. However, the problem of detecting ellipses in real images is very challenging due to 
many reasons. Consider the example given in Fig. 1. 

Besides the obvious and ubiquitous presence of the problem of digitization in any digital 
image, there are other problems as seen in Fig. 1. The various challenges are summarized 
below succinctly:  

1. Digitization: In digital images, the elliptic curves get digitized. As a consequence of 
digitization, the ellipses cannot be retrieved correctly and only an estimate of the 
parameters of the ellipses can be retrieved (Prasad and Leung, 2010b).  

2. Presence of incomplete ellipses due to overlap and occlusion: One issue that can be 
easily envisaged in real images is that objects are usually present in overlap with each 
other, see the labels in Fig. 1(b) for examples. If the overlapping object is transparent or 
translucent, the boundaries of overlapped objects might still be available in the edge 
map as small disconnected edges (obtained after edge detection), see Fig. 2(a,c). 
However, if the overlapping object is opaque, the overlapped object is occluded and its 
incomplete boundary will appear in the edge map, see Fig. 2(b,d). If an image is 
cluttered by various objects of such nature, the problem gets very complicated to handle 
as such scenario results in various incomplete small edges in the image.  

 

 
(e) Example of outliers 

Fig. 2. Illustration of the presence of overlapping ellipses, occluded ellipses, and outliers  

3. Presence of outliers: In cluttered background, some curved edges that are non-elliptic, 
may appear as if they are part of some elliptic edge. An example is shown in Fig. 2(e). 
The presence of such edges, referred to as the outliers, often results in false ellipse 
detections and degrades the performance of ellipse detection algorithms. Due to this 
reason, the incorrectly detected ellipses need to be filtered out at the end of the ellipse 
detection method. 

4. Corruption in the quality of edge: Another problem that is encountered in real images 
is the deterioration of the boundary of the edge map due to the light and shadow 
conditions and the perspective of the object. Under different lighting conditions, 
boundaries in some region may be emphasized and appear sharp and clear, while 
boundaries in other regions might blur and deteriorate the edge in that region. Shadow 
effect may blur the region in which the boundaries of two objects overlap. Due to this, 
the boundaries of two objects may merge and appear to be smooth. Further, noise can 
appear in image due to imperfect imaging instruments and other external conditions 
like fog, glare, etc. Noise corrupts the quality of edge, rendering it to be non-smooth 
over small section of edge,  and abrupt breaks in the boundaries. One such example can 
be found in Fig. 3. 
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(a) Corruption of edges due to noise (b) Elliptic shapes look non-elliptic in 

edgemap due to light and shadow 
effect 

Fig. 3. Illustration of the corruption in the quality of edges 

5. Lack of a priori information: Another aspect of the considered problem is that no a 
priori information is available. It might have helped if the expected number of elliptic 
shapes, expected size of ellipses, or expected regions of focus were known a priori. 
However, real images may vary greatly in the scale and content, and in general such a 
priori information cannot be generated reliably. 

2. Contemporary ellipse detection methods 

Extraction of elliptic shapes from images has captured the interest of researchers for a long 
time. For two decades, numerous researchers are working on this problem. Many methods 
have been proposed for ellipse extraction in real images. The methods used for ellipse 
detection can be primarily categorized into four categories, viz., Hough transform (HT) 
based methods, least squares based methods, genetic algorithms based methods, and hybrid 
ellipse detection methods.  

Hough Transform (HT) and its adaptations are widely used in many ellipse detection methods 
(Lu and Tan, 2008; McLaughlin, 1998; McLaughlin and Alder, 1998; Yuen et al., 1989). The key 
advantage of HT is that it does not require perfect connectivity of all the edge pixels belong to 
an ellipse and which makes it useful for ellipse detection in noisy and cluttered images 
compared to edge following based ellipse detection method. However, since the ellipse 
detection problem involves 5-dimensional parametric space in HT (Illingworth and Kittler, 
1988). HT turns out to be a computation intensive method, requiring huge computation time 
and memory. In the last two decades, the researchers using HT to detect elliptical and circular 
segments have focused on providing computationally more efficient and faster HT 
adaptations. Two popular approaches used by researchers are dimensionality reduction in 
parametric space (Aguado et al., 1995; Aguado et al., 1996; Goneid et al., 1997; Ser and Siu, 
1995; Yip et al., 1992; Yip et al., 1995; Yuen et al., 1989) and piecewise linear approximation of 
curved segments (Yip et al., 1992; Yip et al., 1995). 

Least squares based methods usually cast the ellipse fitting problem into a constrained 
matrix equation in which the solution should give least squares error. From the 
mathematical perspective, important work for ellipse detection has been done by 
(Fitzgibbon et al., 1999; Rosin, 1993b; Rosin and West, 1995; Tsuji and Matsumoto, 1978). In 
terms of application, some interesting works include (Ellis et al., 1992; Kim et al., 2002; Meer 
et al., 1991). Fitzgibbon (Fitzgibbon et al., 1999) proposed a very robust and efficient least 
squares method for ellipse detection. This method is invariant to affine transformation and 
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is computationally efficient. While Fitzgibbon (Fitzgibbon et al., 1999) is arguably the most 
popular method used in the image processing community, some further work in this 
direction has been done (Harker et al., 2008; Maini, 2006; O'Leary et al., 2005). We also note 
the family of work (Ahn and Rauh, 1999; Ahn et al., 2002; Ahn et al., 2001) which uses 
geometric properties within the least squares method. However, they still require non-linear 
constrained optimization and are not specific to ellipses. We emphasize here that though 
some work has been done for fitting ellipses to a cluster of data, they may not be specifically 
useful in detecting ellipses without suitable modifications. 

Genetic algorithms are good at dealing with non-linear optimization problems in which 
there are many local minima. However, these algorithms are generally computation 
intensive and require a lot of time for convergence. The stochastic nature of such algorithms 
make them time consuming. Further, the possibility of premature saturation cannot be fully 
excluded in most cases and the algorithms have to be carefully designed for each problem. 
Some interesting adaptations of genetic algorithm for the ellipse detection (Kasemir and 
Betzler, 2003; Kawaguchi and Nagata, 1998a; Kawaguchi and Nagata, 1998b; Procter and 
Illingworth, 1994). 

The final category is the hybrid ellipse detection methods (Chia et al., 2011; Chia et al., 2008; 
Kim et al., 2002; Mai et al., 2008; Prasad and Leung, 2010a; Prasad and Leung, 2010c). The 
hybrid ellipse detection methods use one or more of the above approaches as just an 
intermediate step in the ellipse detection algorithm. Other steps like sophisticated digital curve 
pre-processing techniques (Bhowmick and Bhattacharya, 2007; Carmona-Poyato et al., 2010; 
Masood, 2008; Prasad and Leung, 2010d; Prasad et al., 2011b; Prasad et al., 2012), curvature 
estimation and correction techniques (Anderson and Bezdek, 1984; Cazals and Pouget, 2005; 
Heikkila, 1998; Matas et al., 1995; Prasad, 2011; Prasad et al., 2011a; Worring and Smeulders, 
1993; Zhong et al., 2009), partial retrieval of ellipses’ parameters using some geometric 
properties of ellipses (Guil and Zapata, 1997; Ho and Chen, 1995; Yuen et al., 1989; Zhang and 
Liu, 2005) are usually added before the actual ellipse detection method. Further, most hybrid 
methods include some or other form of grouping mechanism to group the edges that possibly 
belong to the same ellipse (Chia et al., 2011; Hahn et al., 2008; Kawaguchi and Nagata, 1998b; 
Kim et al., 2002; Mai et al., 2008). Finally, there are some essential ellipse refinement and 
selection steps to deal with the outliers and reduce false positives (Basca et al., 2005; Cheng, 
2006; Ji and Haralick, 2001; Princen et al., 1994; Qiao and Ong, 2007; Wang et al., 2007; Prasad 
et al., 2010e)).  

3. Least squares based high selectivity ellipse detection method 

The least squares methods currently in use are based on fundamental work by Rosin (Rosin, 
1993a; Rosin, 1993b; Rosin, 1996a; Rosin, 1996b) and Fitzgibbon (Fitzgibbon et al., 1999), in 
which the algebraic equation of general conics is used for defining the minimization 
problem and additional numeric constraints are introduced in order to restrict the solutions 
to elliptic curves. The non-linear optimization problem is then solved for finding the 
parameters of the ellipses. These methods do not explicitly use the geometric properties of 
ellipse and as a consequence give high false positive and false negative rates. 

We propose an elliptic geometry based least squares method that does not require 
constrained optimization  and is highly selective of ellipses. Since it uses a set of 
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unconventional variables which are related to the actual parameters of ellipses in a non-
linear manner. The constraints are directly incorporated in the definition of the new 
variables and the need of non-linear optimization is avoided. The main idea behind the 
proposed method is that since this method has to be applied on the digitized images 
(pixels), we can incorporate the effect of digitization in the development of least squares 
formulation. The main concept is that, rather than designing a least squares formulation 
using a general quadratic equation and satisfying certain constriants, we can use the 
geometric model of ellipse as the basic model and the distance of the pixels from the fitted 
ellipse as the criteria for designing the least squares formulation. 

3.1 Proposed method 

Consider the simplest form of ellipse, whose equation is as below: 

  
22

2 2 1yx
a b

   (1) 

For a point 0 0( , )P x y  on the ellipse, the equation of the tangent at the point is given as 
  0 0cot cscy b a x b    , where we have used the parametric notation for the points on 

ellipses: 0 0 0 0cos ;  sinx a y b   . If the ellipse (1) has to be fitted on a sequence of pixels 
 , ;  ,i i i i iP x y x y  , we have to find a  and b  such that the distance of the pixels from the 

ellipse, or alternatively from the nearest tangents on the ellipse, is minimum. Thus, we want 
to minimize the residue: 

  
2 2

0
0 0 2

0 0
min w.r.t , : cot csci i i i

xb b b
a b y x b y x

a y ya
       (2) 

where   denotes the absolute value in the case of scalars and Euclidean norm in the case of 

vectors and the point 0 0( , )P x y  on the ellipse nearest to a pixel  ,i i iP x y  satisfies 

0 0cos ,  sinx a x y b y        . Considering that the pixels in images are digitized form 
of the actual ellipse (rounding to the nearest integer), and assuming no other form of noise is 
present, it can be concluded that , 0.5x y   . In other words, the point 0 0( , )P x y  on the 

ellipse which is nearest to the pixel  ,i i iP x y  is within one pixel region of  ,i i iP x y . Thus, 

using , 0.5x y   , the intended maximum distance between  ,i i iP x y  and 0 0( , )P x y  is 

1 2 . Thus, we can write the upper limit of (2) as     2 2 2
0 0 0 1 2i iy b a x y x b y   . 

The above indicates that there is a definite upper bound (which itself is very small) to the 
expression to be minimized. This indicates that the minimization problem (2) should be 
easily solvable. Since 0 0( , )P x y  is not known, but , 0.5x y    are small, we can safely 

replace the values of 0 0( , )x y  with  ,i ix y  in (2) and rewrite (2) as follows: 

  
22 2

2min w.r.t , : i
i

i i

xb b
a b y

y ya
   (3) 

Thus, using the above minimization goal, we formulate a matrix equation as follows: 
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2 2

2
2

1i i i i
b a

x y y y
b

                     

  

  
 (4) 

However, for numerical stability, (4) can be modified as: 

 
2 2

2 2
2

1i i
b a

x y
b

   
    

      
     

   

  

  
 (5) 

The above model is used to compute values of 2b  and 2 2b a  using least squares inversion 
(Weisstein), which can be used subsequently to calculate the values of a  and b . Following 
the same logic, we can formulate the least squares problem for a general ellipse, with centre 
at ( , )O x y  , semi-major and semi-minor axes a  and b , and the angle of orientation  . For 
brevity, we present the model without incorporating the actual details of derivation: 

  T2 2
1 2 3 4 52 2 2 1i i i i i ix x y x y y    

   
   

       
   
   

     

     
 (6) 

and the parameters of the ellipse can be found using: 

 

          

     

     

2 2 1
3 4 2 1 2 1 4 3 2 1 2 2 1

22 2 2
5 1 2 1 1 2

22 2 2
5 1 2 1 1 2

;   ;   0.5tan 2 1

2 2 1 1 4

2 2 1 1 4

x y

a y x

b y x

             

     

     

       

         
 

         
 

 

 

 

 (7) 

3.2 Numerical examples 

In this section, we consider various numerical examples and compare the performance of 
the proposed method with Fitzgibbon’s method (Fitzgibbon et al., 1999). We consider three 
main categories of curves: elliptic, non-elliptic conical, and non-conical curves. Using the 
results, we demonstrate that the proposed method is more robust and generates less false 
positives than Fitzgibbon (Fitzgibbon et al., 1999).  

3.2.1 Elliptic curves 

For elliptic curves, we consider three experiments. The experiments are performed on a 
family of digital ellipses, whose minimum semi-minor distance is 10 pixels, and maximum 
semi-major distance is 2000 pixels. Thus, the eccentricities of the ellipses may vary between 
0 and 0.999987. The centre of the ellipses lie within a square region of size 2000 pixels and 
centred at the origin. The angle of orientation lies in the range  90 ,90   . For comparing 
the actual ellipses with the detected ellipses, we use the following measures: 
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;   ;   ;   ;

1  (in degrees)

est est est est

est

x x x y y y a a a a b b b b

b a

   

  

       

  

     
 (8) 

where the subscript ‘est’ is used to denote the values estimated by the ellipse detection 
method. 

In practice, the complete elliptic curve is not available due to occlusion or lighting 
conditions. Thus, it is important that an ellipse detection method is capable of detecting 
ellipses from partial curves as well. This is the motivation of this example. We consider the 
curves from    0 0,          , where we vary   from 90  to 360  at a step of 10 , 
thus the experiment contains 36 cases. For each case, we generate 10,000 digital elliptic 
curves. For each of the curve, the parameters 0,  ,  ,  ,  ,  and x y a b     are generated randomly. 
The range for 0  is  0,360 .  

The measures in (8) are computed for each curve and then averaged for all the 10,000 curves 
corresponding to a particular value of  . The residues and the measures (8) are presented 
in Fig. 4. 

 
  (a) residue vs.                     (b) vs. x                           (c)  vs. y   

 
 (d)  vs. a                  (e) vs. b         (f)  vs.    

Fig. 4. Residue and error measures for experiment in section 3.2.1.  

The errors are very small when we have the entire curve available, i.e., 360   . However, 
even for other values 90   , the errors are in practically useful range. We note that 
Fitzgibbon (Fitzgibbon et al., 1999) generated invalid conics for about 56% of the all the 
curves, thus indicating a false negative rate of 56%. We also note that the smaller the curve, 
the higher is the error for all the parameters, which is expected, since lesser and lesser 
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curvature is available. Further, a  and b  are very large for small curves, indicating that 
larger curve is essential for detecting the ellipses accurately. It is seen that though 
Fitzgibbon (Fitzgibbon et al., 1999) has lower residue, the proposed method has lower or 
comparable error for almost all the parameters. 

3.2.2 Non-elliptic conical curves 

We intend to test if Fitzgibbon (Fitzgibbon et al., 1999) and the proposed method generate 
false positives, i.e., detect non-elliptic curves as ellipses. For this, we consider a family of 
conics given by: 

    cos 1 cos ; sin 1 cosx l e y l e        (9) 

where  20,200l  and eccentricity  1,2e . We generate portions of this curve 
corresponding to  180 2 ,180 2       , where   is stepped from 45  to 180  in 
steps of 5 . As before, for each value of  , 10,000 random curves using (9) are generated. 
The family of curves corresponding to 180    is shown in Fig. 5(a). It is seen that though 
the residue is small for the proposed method (Fig. 5(b)), the proposed method identifies all 
the curves as non-elliptic (i.e., generates imaginary value for at least one of the parameters 
a  and b  of the fitted ellipse). On the other hand, Fitzgibbon (Fitzgibbon et al., 1999) fits 
some real valued ellipses on the most non-elliptic curves as well (see Fig. 5(c)). When the 
curves are digitized, though the performance of the proposed method gets poor, for small 
values of  , in general, it still outperforms Fitzgibbon (Fitzgibbon et al., 1999) in its 
selectivity for the elliptic curves (see Fig. 5(d)). 

 
(a) family of 

conics 
(b) residue vs.   (c) % of  true negative 

detections 
(d) % of true negative 

detection (in the presence 
of digitization) 

Fig. 5. Residue and percentage of invalid ellipses for experiment 3.2.2.  

3.2.3 Non-conical fourth order curves 

Now, we consider a family of curves given by the equation: 

  
44

4 4 1yx
a b

   (10) 

where  , 20,200a b , cosx a  , sinx b  , and  0,   . For this family, we step   
from 45  to 90  at steps of 5 . As before, for each value of  , we generate 10,000 



 
Methods for Ellipse Detection from Edge Maps of Real Images 143 

randomly chosen curves. The family of curves for 90    is plotted in Fig. 6(a). In the 
absence of digitization, Fitzgibbon (Fitzgibbon et al., 1999) is not at all selective about elliptic 
curves, while the proposed method rejects all the curves as non-elliptic (see Fig. 6(b)). In the 
presence of digitization, though the selectivity of the proposed method decreases for small 
values of  , Fitzgibbon (Fitzgibbon et al., 1999) continues to perform poorly (see Fig. 6(c)). 

 
(a) family of curves (b) % of  true negative 

detections 
(c) % of true negative detection 
(in the presence of digitization) 

Fig. 6. Percentage of invalid ellipses for experiment 3.2.3. 

4. Hybrid ellipse detection method for real images 

We propose a hybrid ellipse detection method for real images. The proposed method 
consists of three major stages, viz., edge preprocessing, ellipse detection, and salient ellipse 
selection. Various steps in these methods address to various problems in the problem of 
ellipse detection. We succinctly highlight the steps which serve an important purpose in the 
algorithm in the following list: 

 The dominant point detection (step 3 of section 4.1) is helpful in reducing the effect of 
digitization and corruption in the quality of edges due to noise. 

 The curvature correction (step 4 of section 4.1) is useful for dealing with the corruption 
in the quality of image due to light and shadow conditions. Specifically, it is useful for 
dealing with the merging of edges of two objects, with one or both possibly being 
elliptic. 

 The determination of the search region (step 1 of section 4.2) is useful in making the 
method more selective of ellipses by targeting two problems, looking for the presence of 
incomplete ellipses and simultaneously reducing the possibility of obvious outliers 
(which will definitely not present in the search region of an edge). 

 The associated convexity (step 2 of section 4.2) further increases the method’s selectivity 
for ellipses by weeding out other edges that may be outliers. 

 The geometric center finding (step 3 of section 4.2) is the core step that enables the 
grouping of edges possibly belonging to the same ellipse. In conjunction with steps 1 
and 2 of section 4.2, this step enables the grouping of the edges that possibly belong to 
the same ellipse with much greater reliability than most contemporary methods. 

 The relationship score (step 4 of section 4.2) is a technique of quantifying the reliability 
of relevance of an edge in the candidate ellipse. This technique enables the ellipse 
detection in the next step with very good reliability because the next step can further 
remove some edges with lower relationship score (thus identifying them as outliers). 



 
Machine Vision – Applications and Systems 144 

 Detecting similar ellipses (step 1 of section 4.3) is a way of reducing multiple detections 
for one elliptic object in the image. This step chooses the best representative ellipse for 
an object, thus improving the selectivity of the method. 

 The saliency parameters (steps 2-5 of sections 4.3) quantify the quality of detected 
ellipses (precision as well as reliability) which are used in step 6 of section 4.3 for 
further reducing the false positives. Step 6 of section 4.3 is a technique of non-
heuristically choosing the detected ellipses with above average quality. 

4.1 Edge preprocessing 

The various steps of this stage are listed below: 

1. Extraction of edge map: The real image is converted to the gray image and Canny edge 
detector is used to obtain the edge map.  

2. Obtaining edges: Then, sequences of continuous edge pixels are identified, and called 
edges. The edges begin and end with either 1-connected or >2connected edge pixels. 
There are many approaches in vogue for implementing this step. We use the codes by 
(Kovesi) in our method. But, other methods may be used as well.  

3. Dominant point detection (polygonal approximation of edges): After this, we 
approximate the edges with a polygonal approximation (or dominant point detection 
method). We note that we have used a recently proposed parameter independent line 
fitting method which provides robust approximation for edges of any length and 
curvature and noise (Prasad et al., 2011b). In general, if other polygonal approximation 
methods are used, the performance depends upon the control parameters very strongly. 
Also, if these methods are used, we note that one value of control parameter may be 
suitable for one image, but may result in poor performance for another image. Such 
issues are absent in (Prasad et al., 2011b) and it provides good performance for all the 
images used for testing the performance of the algorithm.  

4. Curvature correction: The sequence of dominant points obtained for an edge is used to 
perform curvature correction. For this step, it is useful to define the sequence of chords 
of the polygonal approximation of an edge e . Suppose  1 2, , , Nl l l  is the sequence of 
chords formed by the dominants point of the edge e . Let the angles between all the 
pairs of consecutive line segments be denoted as  1 2 1, , , N    , where  ,i     is 
the anticlockwise angle from 1il   to il  (see Fig. 7(a) for illustration). 

a. Removal of sharp turns: In the sequence of the angles,  1 2 1, , , N    , if any angle i  
is large, i.e., equal to or greater than a chosen threshold 0 (say 2 , empirically 
determined), then the change in the curvature of the edge at such points 1iP   (the 
intersection point of line segments il  and 1il  ) is considered to be large (or sharp) , and 
the edge is split at 1iP   to ensure smooth curvature. 

b. Removal of inflexion points: From the above definition of the angles  1 2 1, , , N    , 
the change in direction of curvature occurs in the change of the sign of the angles 
(negative or positive). Thus, we can create a Boolean sequence  1 2 1, , , Nb b b  , where 

ib  is ‘0’ if the sign of i  and 1  is the same. This Boolean sequence can be used to 
identify the inflexion points and decide the exact places where the edge contour should 
be split. The three possibilities of occurrence of inflexion points are shown in Fig. 7(b). 
The points where the edge needs to be split are also shown in the same figure.  
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(a) Illustration of the chords formed by the dominant points (polygonal approximation) of 

an edge 

 
(b) Illustration of varieties of inflexion points and the dominant points to be deleted 

Fig. 7. Illustrations for the curvature correction techniques used in step 4 of section 4.1.  

4.2 Ellipse detection  

The various steps of this stage are discussed below: 

1. Determining search region of an edge: We define the search region R  as following. 
For a given edge e , let the tangents to the edge at its end points 1P  and 2P  be denoted 
by 1l  and 2l , and the line segment connecting the end points 1P  and 2P  be denoted by 

3l . The two tangents 1l  and 2l  and the line 3l  divide the image into two regions, 1R  
and 2R , as shown in Fig. 8(a). Then the search region R  is the region that does not 
contain midP , where midP  is the middle pixel of the edge e . Mathematically, the search 
region R  is defined as follows:  

 2 2

1 otherwise
midR P R

R
R


 


 (11) 

 
(a) Search region (b) demonstration of associated convexity 

Fig. 8. Illustrations of search region and associated convexity (steps 1 and 2 of section 4.2.)  
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2. Computing associated convexity: Let us consider the line segments 1l  and 2l  formed 
by joining the end points of 1e  and 2e , respectively, as shown in Fig. 8. Let 1P  and 2P  
be the midpoints of the line segments 1l  and 2l . Let 3l  be a line passing through 1P  
and 2P , such that it intersects the edges 1e  and 2e  at 1P  and 2P  respectively. The pair 
of edges 1e  and 2e  are suitable for grouping if and only if: 

 1 2 1 1 1 2 2 2P P P P P P P P      . (12) 

3. Detection of the geometric center of the ellipse corresponding to an edge: In this step, 
we use the method proposed in (Yuen et al., 1989) for estimating the geometric center of 
the ellipse to which the edge may belong. This method uses the tangents estimated at 
three points on the edge. It was shown in (Prasad and Leung, 2010b) that Yuen’s method 
is sensitive to the error in tangent estimation. Thus, we use a recently proposed upper-
bounded tangent estimator for digital curves (Prasad et al., 2011a) using 4R  , which 
gives better performance than other contemporary tangent estimation methods. We split 
an edge into three sub-edges and choose points randomly from each sub-edge to form 
several (upto 200) sets of three points. Then for each set, a geometric center is found. 

4. Determination of relationship score: The image space is divided into equal square bins 
where the size of one bin is given using the Rayleigh distribution presented in (Prasad 
and Leung, 2010b). For an edge and a bin, the relationship score proposed in (Prasad 
and Leung, 2010a) is given by: 

 
1 2

b b
e er S r r  (13) 

where 1 exp 1
b b
e e

e e

S S
r

S S

   
       
   

, 2 exp 2 1e eS S
r

S S
         

    
, 200S   is the total number of sets 

of three pixels, eS  is the number of sets for which no geometric exception occurred, and b
eS  

is the number of sets that generated geometric centers inside the square bin b . More details 
can be found in (Prasad and Leung, 2010a). 

5. Grouping of edges and ellipse detection: All the edges having a common bin b  may 
initially be considered as a group. However, every edge in the group should also fall in 
the search region of every other edge and satisfy the condition of associated convexity. 
The edges that do not fulfill these conditions are removed from the group. The edges in 
a group are ranked in the descending order of their bin-edge relationship scores b

er . The 
edge pixels of the edges in a group are appended and least squares fitting technique 
(Fitzgibbon et al., 1999)2 is used on the group to find all the parameters of the ellipse. 
Now, the quality of the group is evaluated using the two criteria listed below: 

 Criterion 1 (C1): Error of least squares fitting ls , a chosen threshold error value. 
 Criterion 2 (C2): The bin b  of the group is inside the detected elliptic hypothesis. 

the threshold used for C1 is 0.01ls  . If both C1 and C2 are satisfied, then the parameters 
of the ellipses computed using the least squares fitting are passed to the next stage. If 
                                                                 
2 We recommend that the least squares method presented in section 3 is used. However, the results for 
section 4 using the method in section 3 were not available at the time of writing this chapter.  
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anyone of the two criterions is not fulfilled, the weakest edge (with the lowest relationship 
score b

er ) is removed from the group and the above process is repeated till either the above 
criteria are satisfied or the group becomes empty. 

4.3 Salient ellipse selection 

The various steps of this stage are discussed below: 

1. Detecting similar ellipses: For two ellipses 1E  and 2E , we obtain the Boolean matrices 
1I  and 2I   of the same size as the actual image, such that the pixels outside the ellipse 

are assigned Boolean ‘0’ amd the remaining are assigned Boolean ‘1’. Then, the 
similarity measure D  is computed using: 

  1 2

1 2

count( ( , ))1
count( ( , ))

XOR I I
D

OR I I
   (14) 

where count( )A  gives the number of Boolean ‘1’ elements in the matrix A . For a given 
ellipse, all the ellipses that have overlap ratio 0.9D   are clustered together. Among the 
ellipses in a cluster, the choice of representative candidate is done by choosing the ellipse 
that was formed by maximum amount of data. Thus, we have used percentage 
circumference of an ellipse (15) for choosing the representative. 
 

 
 

(i) ellipse E1 and 
Boolean  
matrix I1 

(ii) ellipse E2 and 
Boolean  
matrix I2 

(iii) light gary 
pixels denote 

1 2( , )XOR I I  

(i) angular 
circumference 

ratio 

(ii) alignment 
ratio 

(iii) angular 
continuity ratio 

and all the gray pixels denote  1 2( , )OR I I    

(a) Illustration of the similarity measure (D) (b) Illustration of the saliency measures 

Fig. 9. The illustration of the concept of similarity measures and the saliency measures 

2. Computing circumference ratio: Suppose an ellipse E  was fitted to a group G , then 
we define circumference ratio ( , )c E G  as below: 

 ( , ) ( , ) 2
e G

c E G E e 
 

   (15) 

where ( , )E e  is the angle subtended by the ends of the edge e  at the centre of the ellipse 
E . A higher value of ( , )c E G  implies a larger support of E  on G . 

3. Computing alignment ratio: We consider all the pixels the pixels  ; 1 to i GP i N  in the 
group of edges that generated an elliptic hypothesis, and compute their Euclidean 
distance id  from the elliptic hypothesis. This is used to compute a function ( , )is E P  as 
follows: 
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01
( , )

0 otherwise
i

i
if d d

s E P


 


 (16) 

The value of threshold chosen here is 0 2d  . Then the alignment ratio is calculated as: 

 1
( , ) ( , )

GN

i G
i

a E G s E P N


   (17) 

4. Computing angular continuity ratio: The angular continuity ratio is computed as: 

  1
diff 1

1

1 if 1
( , ) ,1 if 1

1

N
i i

i

N

E G e e
N

N

 








   


 (18) 

where N  is the number of edge curves in the group G . 

5. Computing net saliency score: The net saliency score is computed using circumference 
ratio, alignment ratio, and angular continuity ratio, as follows: 

 add
( , ) ( , ) ( , )( , )

3
a E G c E G E G

E G



 

 . (19) 

6. Final selection of ellipses: In order to make the selection of the elliptic hypotheses non-
heuristic, the decision of selecting the elliptic hypothesis E  is made using the 
expression below:  

 

 
 
 
 

( , ) ( , ) ,
( , ) ( , ) ,

AND
( , ) ( , ) ,
( , ) ( , )add add

a E G avg a E G
c E G avg c E G

E G avg E G
E G avg E G

 
 

 
  
 
   

 (20) 

Here,  ( , )avg a E G  is the average value of the alignment ratios calculated for all the elliptic 
hypotheses remaining after the similar ellipses identification. The same applies for the other 
expressions in (20). 

5. Experimental results for section 4 

5.1 Synthetic dataset: Overlapping and occluded ellipses 

To generate the synthetic images, we consider an image size of 300 300  and generate 
 4,8,12,16,20,24   ellipses randomly within the region of image. The parameters of the 

ellipses are generated randomly: center points of the ellipses are arbitrarily located within 
the image, lengths of semi-major and semi-minor axes are assigned values randomly from 
the range 10,300 2 

  , and the orientations of the ellipses are also chosen randomly. The 
only constraint applied is that each ellipse must be completely contained in the image and 
overlap with at least one ellipse. For each value of  , we generate 100 images containing 
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occluded ellipses and 100 other images containing overlapping ellipses. In the occluded 
ellipses, the edges of the overlapped regions are not available, while in the overlapping 
images all the edge contours of the ellipses are available. Thus, in total there are 600 images 
with occluded ellipses and 600 images with overlapping ellipses.  

The true positive elliptic hypotheses are identified as the elliptic hypotheses that have high 
overlap with the ellipses in the ground truth. We use precision, recall, and F-measure 
(Baeza-Yates and Ribeiro-Neto, 1999) for measuring the performance of the proposed 
method. The performance of method is compared with the results of Mai (Mai et al., 2008), 
Kim (Kim et al., 2002), simplified Hough transform (McLaughlin, 1998), and randomized 
Hough transform (McLaughlin, 1998). The comparative results are presented in Table 1 for 
synthetic images with occluded ellipses and in Table 2 for synthetic images with 
overlapping ellipses. 

The proposed method gives the best performance among all the methods considered for 
both occluded and overlapping ellipses. Some example images are also provided in Fig. 10. 

5.2 Synthetic dataset: Overlapping and occluded ellipses 

Now, we compare the performance of various methods and the proposed method (scheme 3) 
for the real image dataset. The average value of the performance metrics for the 400 real  

Recall 
  Hybrid method (section 4) Chia Mai Kim 
4 0.99 0.90 0.39 0.48 
8 0.98 0.80 0.20 0.20 
12 0.95 0.70 0.13 0.09 
16 0.92 0.65 0.05 0.05 
20 0.90 0.62 0.04 0.04 
24 0.86 0.55 0.01 0.02 

Precision 
4 0.93 0.9 0.62 0.75 
8 0.91 0.82 0.42 0.59 
12 0.89 0.73 0.34 0.36 
16 0.87 0.70 0.18 0.30 
20 0.85 0.68 0.12 0.20 
24 0.82 0.60 0.04 0.18 

F-measure 
4 0.96 0.90 0.48 0.58 
8 0.94 0.80 0.28 0.3 
12 0.91 0.71 0.19 0.15 
16 0.90 0.69 0.09 0.10 
20 0.87 0.65 0.05 0.06 
24 0.84 0.58 0.01 0.05 

Table 1. Result of the hybrid ellipse detection method for synthetic images with occluded 
ellipses. 
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images is shown in Table 3. The total time taken by each method for the complete dataset is 
also shown. In terms of the performance, the proposed method not only outperforms the 
other methods, it also shows practically acceptable level of performance.  

Though the time taken by Mai (Mai et al., 2008) is small, the proposed method takes lesser 
time than the remaining methods. Further, the superior performance of the proposed 
method as compared to Mai (Mai et al., 2008) clearly outweighs the longer time taken by the 
proposed method. The proposed method is easily parallelizable and can give real time 
performance when optimized for specific applications.  

We also give some examples of real images and our results in Fig. 11 to Fig. 14. 
 

Recall 

  Hybrid method (section 4) Chia Mai Kim 

4 1.00 1.00 0.78 0.80 

8 0.99 0.96 0.62 0.55 

12 0.98 0.96 0.53 0.35 

16 0.95 0.87 0.45 0.20 

20 0.91 0.79 0.35 0.10 

24 0.89 0.69 0.32 0.09 

Precision 

4 1.00 1.00 0.81 0.90 

8 0.98 0.96 0.70 0.81 

12 0.95 0.96 0.65 0.75 

16 0.94 0.91 0.58 0.64 

20 0.92 0.89 0.48 0.44 

24 0.90 0.82 0.46 0.44 

F-measure 

4 1.00 1.00 0.79 0.85 

8 0.98 0.96 0.66 0.66 

12 0.97 0.96 0.48 0.59 

16 0.94 0.90 0.30 0.50 

20 0.91 0.82 0.15 0.41 

24 0.89 0.75 0.14 0.39 

Table 2. Result of the hybrid ellipse detection method for synthetic images with overlapping 
ellipses. 
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Synthetic images with occluded ellipses Synthetic images with overlapping ellipses 
Original image Detected ellipses Original image Detected ellipses 

 

 

 

Fig. 10. Example synthetic image and ellipses detected on the images. 
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 Hybrid method (section 4) Mai Kim 

Average Precision 0.8748 0.2862 0.1831 

Average Recall 0.7162 0.1632 0.1493 

Average F-measure 0.7548 0.1831 0.1591 

Average time taken 
(seconds) 

38.68 11.41 60.87 

Table 3. Performance metrics for the proposed method (Section 4), Mai (Mai et al., 2008), and 
Kim (Kim et al., 2002) for real dataset (400 real images (Griffin et al.)).  

 
(a) Original Image (b) Canny edge map (c) Extracted edges (d) Detected ellipses 

 

 

 

 
Fig. 11. Examples of real images and ellipse detection using the proposed method. 
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(a) Original Image (b) Canny edge map (c) Extracted edges (d) Detected ellipses 

 

 

 

 

 

 

 

 
 

Fig. 12. Examples of real images and ellipse detection using the proposed method (continued). 
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(a) Original Image (b) Canny edge map (c) Extracted edges (d) Detected ellipses 

 

 

 

 

 

 

 
 

Fig. 13. Examples of real images and ellipse detection using the proposed method (continued). 
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(a) Original Image (b) Canny edge map (c) Extracted edges (d) Detected ellipses 

 

 

 

 
Fig. 14. Examples of real images and ellipse detection using the proposed method (continued). 

6. Conclusion 

The challenges in the problem of ellipse detection in real images are clearly identified. The 
need to use more selective ellipse detection methods, that can detect elliptic shapes with 
greater accuracy and reduce the false detections, is highlighted. A new unconstrained 
linearly computable least squares method is proposed. This method uses a linear matrix 
formulation and transfers the non-linearity of the ellipse detection problem to a new set of 
variables that are linked non-linearly to the geometric parameters of the ellipses. This 
method shows significantly better performance than the widely used non-linear constrained 
least squares formulation of Fitzgibbon (Fitzgibbon et al., 1999). The proposed method has 
lower false positive as well as false negative rates.  

A hybrid ellipse detection method is also presented. This method uses various steps to deal 
with the various challenges of the problem of ellipse detection. Due to these sophisticated 
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pre-processing, grouping, ellipse detection, and ellipse selection steps, the proposed method 
is highly selective and detects ellipses in various challenging scenario. 
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1. Introduction  

Detection and pose estimation of 3D objects is a fundamental machine vision task. Machine 
vision for bin-picking system (Figure 1 (a)), especially for piles of objects, is a classical robot 
vision task.  

To date, however, there has been only limited success in this longstanding problem (e.g., 
picking piled objects), and, to the best of our knowledge, existing algorithms (e.g., Drost, et 
al., 2010; Ulrich et al., 2009; Hinterstoisser et al., 2007) fall short of practical use in automatic 
assembly of electronic products composed of various parts with differing optical and 
surface properties as well as with differing shapes and sizes. We found that even the state-
of-the-art, commercially available machine vision software cannot be practically used for 
picking such piles of parts with unknown pose and occlusion. Specifically, as exemplified in 
Figure 1 (b), for black (or white)-colored and untextured parts with some degree of 
complexity in shape, conventional methods turned out to be of little use. 

In this chapter, we present a potential solution to this classical, unsolved problem (i.e., 
Detection and pose estimation of each of piled objects) with an efficient and robust 
algorithm for object detection together with 3D pose estimation for practical use in robot 
vision systems. We consider the detection and 3D pose estimation as a classification 
problem (Lepetit & Fua, 2006) which constitutes a preprocessing stage of subsequent model 
fitting for further precise estimation (Tateno et al., 2010), and explore the use of ensemble of 
classifiers in a form of Random Forests (Lepetit & Fua, 2006; Gall & Lempitsky, 2009; 
Shotton et al., 2011) or Ferns (Bosch et al., 2007; Oshin et al., 2009; Özuysal et al., 2010) that 
can handle multi-categories. 

Based upon sliding window approach, we formulate the problem as classifying a set of 
patches of input image (local regions) into a sufficient number of conjunct pose and location 
categories which are supported by distributed representation of leaf nodes in trees. 

Main contributions of this paper are 1) spatially restricted and masked sampling (SRMS) 
scheme, 2) voting through local region-based evidence accumulation for pose categories, 3) 
cancellation mechanism for fictitious votes (CMFV) suggesting ill-conditioned and 
degenerated sampling queries for pose estimation, altogether leading to robust detection 
and 3D pose estimation of piles of objects. 
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(a) 

 
(b) 

Fig. 1. (a) Picking system for piles of parts. (b) Parts with various shape and surface properties.  

2. Basic formulation 

Detection task of piled objects composed of the same category parts as shown in Figure 1 
(b), inherently requires following three properties. 1) Robustness to occlusion, 2) Robustness 
to high background clutters (i.e., noisy clutters are by themselves some other objects of the 
same class in the neighborhood of a specific object to be detected), 3) Robustness to drastic 
variability of object appearance due to varying pose and illumination change, especially for 
objects with higher specularity. 

In this section, we show details about basic formulation of the proposed algorithm. We 
show here a new patch based method for object localization as well as pose estimation, 
which is a class of generalized Hough transforms and similar in spirit with Hough Forests 
(Gall & Lempitsky, 2009), and the basic strategy for the improvement is given in the next 
section.  
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Through construction of trees in the training, pose classes of an object are defined in a form 
of tree-like structure and described by a set of local cues inside patches. For each tree, a set 
of patches Pi, local regions in an edge-enhanced feature image (given in subsection 3.3) can 
be defined as {Pi = (Fi, Ci)}, where Fi is the appearance of the local feature image, Ci is the 
label of the patch, Ci = (li, Posei) where li denotes its location inside the object and Posei is 
associated pose class. Whole sets of local cues {t(Fi)}, in the entire trees associated with 
particular pose of an object, constitute codebooks or dictionary of particular poses. 
Specifically, the local cues t(Fi) are binary data given by comparison of two feature values at 
given paired locations (p1,q1) and (p2,q2) and defined as: 

      
1 1 2 2

1 1 2 2
, , ,

0, , ,
1,

i i
p q p q i

if F p q F p q
t F

otherwise

  


     (1) 

2.1 Building ensemble of trees 

In the training phase, construction of trees goes recursively by setting patches as well as 
paired locations (sampling points) inside each patch. For a given number L of trees, we 
perform L sessions of training and prepare a set of feature images for training.  

The feature image is given by preprocessing (explained in subsection 3.3) the input image to 
obtain edge-enhancement, while suppressing noise. Since our pose classification is 
succeeded by model fitting for further precise estimation, total number of pose categories is 
determined by the resolution and accuracy requirement on the initial pose estimation 
imposed by the subsequent model fitting process (Tateno, et al., 2010), and the number 
could be huge (see Section 4). At the beginning of each training session, set of patches are 
first randomly generated subject to the condition that their locations are inside the object, 
and sampling points are probabilistically set according to the new scenario given in 
subsection 3.1. For example, in Figure 2 we have four patches for respective five pose 
categories, which amount to 20 training images. 

A leaf node is the one which contains less than a fixed number of patches or its depth is the 
maximum value a-priori set, and if it contains no patch, we call it null or terminal node. In 
the training, we set a maximum depth of node constant among trees, and starting from the 
root node, the node expansion continues until it reaches the maximum depth or terminal 
node. At each node of a tree, if it is not the terminal nor leaf node, binary tests (1) are 
performed for a set of patches inside the node, and they are partitioned into two groups 
which are respectively fed to two child nodes (Figure 3). 

We do not have a strict criterion on the training performance, a criterion on good codebooks 
being generated. One of reasonable criteria is that many of leaf nodes should have only one 
patch (i.e., single pose category) so that uniqueness of distributed representations is 
ensured, and another criterion is the diversity of sampling points so that spatial distribution 
of query points are not biased to some limited local area of the object. For the second 
criterion, because of geometrical triangulation principle, it is reasonable to consider that 
estimated pose category at wide spread positions, many of which supports the same 
category, is more credible than those from narrowly spread positions. 
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Fig. 2. (left) Schematic patch images for training; (right) Sliding window for matching. 

2.2 Detection and pose estimation by ensemble of trees 

In sliding window approach, we raster-scan the entire image using a local window of 
appropriate size, and at each position, parts detection together with pose estimation is done 
using the ensemble of classifiers . 

Decision about the classification is done based on voting the outputs of leaf nodes among 
trees, followed with thresholding. The voting stage accumulates the supporting, local 
evidences by collecting outputs of leaf nodes among trees which signify the same pose 
category. Figure 4 schematically shows concentration of specific pose category as the result 
of correct voting, and no concentration for other pose classes. For the total number of L trees, 
voting for class j is performed for each pose category, yielding score S(j) as: 

     , ,1
L

j tr
t

S j C r ,  

where r denotes relative position vector of a patch directing to the center of object, Cj,t(r) is 1, 
if, in the tth tree, class label j is detected by the patch assigned with position vector r, and 
Cj,t(r) is 0, if otherwise.  ,a b  is 1 for a = b, and 0 for otherwise. In practice, we use the 
following weighted voting given as: 
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No.3

No.4

No.5

 
Fig. 3. Patch data partitioning. Based on a comparison of two pixel values, divide a set of 
patches into two groups with the same content (i.e., left or upper pixel value is larger or not 
than the other). 

 
Fig. 4. Observed concentration of voting for correct class. 
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where Sr(j) is the score for class j at the position r, and rk is the location of patch k, F(rk) 
denotes weighting function with belle shaped envelope. Location of the object detected can 
be found by taking summation of position vectors r for patches identified as having the 
same pose category Cj(r) under the conditions that the score S(j) is maximum or ranked K (K 
is ordinarily set as 1 or 2) or above among other categories and that S is also above a certain 
threshold S0. If K is set as 2, we select the most plausible estimate in the subsequent model 
fitting process (Tateno, et al. 2010). 

3. Patch-based approach in ensemble of tree classifiers 

First, to deal with three issues given in Section 2 faced in the detection task of piled objects, 
we incorporate the SRMS scheme (subsection 3.1) in ensemble of classifiers, a class of Hough 
Forests (Gall & Lempitsky, 2009). This sampling scheme together with CMFV (subsection 
3.2) turned out to be very effective for enhancing robustness to occlusion as well as 
background clutters. The proposed method uses training images composed of only positive 
data because of SRMS as well as patch data generation inside the object. This is in contrast to 
Hough Forests which handle both positive and negative data in a supervised learning. In 
the second, we perform a series of feature extraction (subsection 3.3) for edge enhancement 
while suppressing noise, namely bilateral filter and gamma correction for smoothing, 
Laplacian filter for edge extraction, and Gaussian filters for blurring to form a channel of 
feature images fed to ensemble of trees. 

3.1 Spatially restricted and masked sampling (SRMS) 

Hough Forests (Gall & Lempitsky, 2009), a class of both random forests and generalized 
Hough transform, introduced spatial restriction in a form of patch (e.g., local region in a 
image) so that sampling queries are generated inside respective patches. In addition to this 
patch-based framework, we introduce here another spatial restriction in a form of mask 
which is the silhouette of object with particular pose. Mask defined at each node is used to 
impose probabilistic restriction onto queries so as to be inside the object with a range of 
poses. In contrast to the proposed approach, Hough Forest does not restrict location of 
patches in image. Thus, in the training phase to construct trees, each patch is set at random 
so that its centre position shall be inside the silhouette of objects to be detected, while 
respective sampling pairs of points are probabilistically set based on the conjoint mask data 
given as follows. 

This combination of locality restrictions in generating sampling queries helps to enhance 
robustness against occlusion. We define a conjoint mask as a conjunction of silhouettes of 
objects with different poses in the corresponding node. A node in the tree generally contains 
multiple classes of pose, and at each node, pose categories are partitioned into two sets of 
data. Those partitioned data are fed to subsequent nodes, where partitioning follow. Here 
we show several ways of generating the mask data resulting from conjoint of composite mask 
data at each node of a tree. Here, we use the term, composite mask, for one of masks in the 
node. One way of conjoining silhouettes is taking AND operation on them for a given node 
in the tree. The resulting mask data M is thus given by  
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where N is the number of mask images (i.e., number of pose classes in the current node), 
Mk=(Mk1, Mk2, …, MkN) ,and Mkj is binary data at the kth location for the jth class of pose 
categories in the current node, n is the dimension of the mask image (i.e., number of pixels).  

Another way of constructing mask data for a given node is to take OR operation on them: 
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Yet another way of constructing mask data in the node is to take ORs of patch data mkj 
within a composite mask image: 

 1 2
1 1 1

, , ,
N N N

k k k
n

k k k

M m m m
  

 
  
 
      (2) 

Here, M in eqn. (2) does not give the conjoint data of mask silhouettes, but it is sufficient for 
us since sampling pair data are to be generated inside those patches. Next, we show our 
scheme of probabilistic generation of sampling queries. For conjoint mask data M at each 
node, we define a probability density function P by simple normalization, given as follows. 
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Then we generate pairs of sampling points based on the probability density function (3) 
which are guaranteed to be inside either of patches. This sampling scheme together with 
CMFV in the next subsection turns out to be very effective for enhancing robustness to 
occlusion as well as background clutters. 

3.2 Cancellation mechanism for fictitious votes (CMFV) 

In automatic assembly line of manufacturing, containers are used for supplying parts. Those 
containers are usually kinds of trays or boxes made of rectangular planes. In practice, linear 
portions of a tray cause detection errors if objects to be detected are made up of many or 
longer linear portions. In such cases, it is not surprising to confuse linear portion of a tray as 
a part of object to be detected, since our method as well as randomized tree based 
approaches are based on accumulation of local evidence (e.g., comparison of feature values 
at two sampling points). This confusion resulting from such degeneration is reminiscent of 
so-called aperture problem in computer vision.  

Proposed cancellation mechanism is intended to alleviate such confusions. As in generalized 
Hough transform, we perform voting as local evidence accumulation in which each of 
evidence is obtained through sliding window. In practice, this local evidence accumulation 
can cause degenerated results which cannot be in principle disambiguated. As a result, we 
may have excessive concentration of classification results with the same localized category 
(i.e., posture observed at particular location of the object) at particular locations. In such 
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cases, we consider the result as fictitious. The criterion for this singularity is empirically set 
as a threshold, assuming appropriate probability density function. For example, if the 
number of patches used for training is much larger than the total sliding numbers, then we 
can assume Poisson distribution, and for other cases, binomial distribution. Details about 
the threshold and probability density will be given in Section 4. 

 
(a) 

     
(b) 

Fig. 5. (a) Result with CMFV, (b) Result without CMFV. 

3.3 Pre-processing: Feature extraction 

We perform a series of pre-processing to extract feature images as input to the ensemble 
classifiers. A typical feature image is an edge image. This processing includes edge 
extraction by Laplacian filter, blurring with Gaussian filters, and some other non-linear 
processing. Examples of extracted feature images are shown in Figure 6. Since edge 
extraction tends to enhance noise, blurring process is necessary for the suppression of noise, 
however, it could affect the performance, since contrast of edge image is degraded.  

2D features thus obtained with appropriate parameters are very important and they 
significantly influence the performance of randomized tree-based classifiers. These set of 
operations turn out to be important for robustness and precision of final results (see Section 4).  
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Fig. 6. Feature image obtained by edge extraction and blurring. Upper pictures are input 
images and lower ones are corresponding feature images as input to the classifier ensemble. 

Another possible feature used for the detection task is 2.5 D map (depth map data) 
obtained by any three dimensional measurement (e.g., stereo vision, triangulation by 
structured pattern projection, TOF, etc.) method. Various features can be used, in 
principle, as channels of input to the ensemble classifiers. In this paper we confine to 2D 
edge-enhanced image as input. 

4. Experiments 

We used five classes of parts in printers (i.e., inkjet and laser beam printers) for training and 
testing. Those parts are of plastic mold and many of them are either black or white. Images 
of parts are taken by Canon EOS Kiss X2. Training image is taken for a single object with  
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Fig. 7. Detection results for various objects. Correctly detected parts are shown by 
superimposed CAD image.  
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particular pose in a flat background (Figure 2 left). The number of pose categories is 
dependent on the resolution and accuracy requirement as initial estimate of pose which is 
given as input to the model fitting. Based on experiments, we empirically set the number of 
basic pose as follows. Pose categories necessary for the initial estimate in the model fitting 
are found to be defined by every 162 viewpoints evenly distributed on a geodesic dome and 
it was found necessary to discriminate poses for every 8 degree in-plane rotation, which 
results in total number of poses, 162 x 45 = 7620. In the training, we set 100 patches for each 
pose category. The size of input image is 660 x 640 pixels, and the size of patches is 50 x 50 
pixels which is set constant for the five parts. Maximum depth of trees is empirically set 
from 15 to 30, which is dependent on the shape of parts. 

Feature extraction was obtained by Laplacian filtering followed with blurring using 
Gaussian filter as shown in Figure 6. After the feature extraction, ground truth data given by 
(1) are taken for the respective patch images using queries generated by the probabilistic 
sampling in subsection 3.1. 

4.1 Detection results 

We show some detection results for piles of parts in Figure 7 obtained using the proposed 
SRMS as well as CMFV (Section 3) with the number of trees 32. We indicate here correct 
detections by superimposing CAD data of corresponding pose category. We do not use 
depth map data at all in the detection as well as training process. 

4.2 Benchmarking 

We compared the proposed method with the state-of-the-art, commercially available 
machine vision software (HALCON 9.0 produced by company MVTec). Technology related 
with the reference software can be found in Ulrich et al. (2009), which relies on  edge-based 
fast matching scheme. Here we show some results in Figure 8. As is evident from this figure, 
it is very difficult for the reference software to detect and estimate 3D pose in the case of 
parts with white surface properties. Moreover, for black parts in Figure 1 (b) it was entirely 
unable to detect. 

Since our method as well as the reference software HALCON in this comparative experiment 
is 2D-based, it is essentially hard to estimate rotation angle in depth. Our criterion for 
correct detection is based on the requirement set by model fitting process, which is given by 
allowable error in position and pose. Maximum allowable error for ‘correct’ result was given 
by approximately 10% of size in terms of positional error and approximately 10 deg. in 
terms of in-plane angle error measured in the image. 

Shown in Figure 9 is a kind of ‘RPC’ curves for varying number of trees in the case of the 
piled parts shown in the upper picture in Figure 8, the reference software HALCON could 
detect up to only three parts, whereas proposed method could detect increasing number of 
parts on the order of 20 with growing number of trees. 

For the five classes of parts shown in Figure 1 (b), the number of correctly detected parts and 
average detection time are as follows. It is clear that the proposed method outperforms the 
reference software HALCON in terms of precision and detection time. For fair comparison, 
we set the same criterion on correct detection.  



 
Machine Vision – Applications and Systems 

 

174 

  

    
Fig. 8. Results obtained for the reference software HALCON (9.0). 

 
Fig. 9. RPC-like curve obtained for the reference software HALCON (9.0). 
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 Class 1 Class 2 Class 3 Class 4 Class 5 Detection time (s) 
Proposed alg. 20 10 14 10 5 5.8 
Ref. Software H 3 0 5 0 0 30.4 

In the table above, we show processing times as compared with the reference software 
(HALCON). It clearly shows that the proposed algorithm significantly outperforms the 
reference software in terms of processing speed. 

5. Discussion and conclusions 

In this chapter, we proposed a new algorithm based on ensemble of trees for object 
localization and 3D pose estimation that works for piled parts. We define pose estimation as 
classification problem which provides initial estimate for the subsequent model fitting 
processing to obtain further precise estimation.  

One important aspect of object detection in the bin-picking task is that it is sufficient to 
localize and estimate the pose of one ‘adequate’ object for picking. In fact we used the 
number of parts detected as measure of ‘recall’ in the RPC-like curve (Figure 9). The 
proposed method significantly outperformed the state of the art, commercially available 
software in terms of precision and processing speed.  
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1. Introduction 

Recent researches have demonstrated the importance of structured light patterns for use in 
the quality control of industrial workpieces. These researches have been focused on the 
adaptation of the projected light patterns and the direct interpretation of the recorded scenes 
by means of image content description methods. The novelty of these investigations relies 
on the fact that the stripe patterns permit at the same time the visual enhancement of the 
relevant information and a significant reduction of the amount of data to be processed. Such 
an approach therefore satisfies the major conditions inline inspection systems must fulfill: 
the robustness in terms of high signal to noise ratio and the low computational costs in 
order to achieve high inspection throughputs. 

The major purposes of this chapter are (i) to give an overview of the actually achieved 
research results concerning the surface characterization based on the projection and the 
direct interpretation of structured light patterns, and (ii) to demonstrate that this approach 
serves the characterization of complex industrial surfaces. The whole quality control process 
in case of the industrial inspection is addressed. For each main element of the processing 
chain, a focus on the major achievements is provided: the projection and adaptation of 
specific stripe patterns (data generation), the segmentation and characterization of these 
adapted patterns (data processing), and the classification of the corresponding surfaces 
(data interpretation). This chapter ends by proposing a possible generalization method and 
gives important further research directions in order to address the inline characterization of 
complex free-form surfaces. 

This chapter is organized into three paragraphs. Paragraph “Data Generation” tackles two 
possible illumination techniques for the generation of structured patterns. Also the recording 
of regular patterns in case of complex surface geometries is addressed. The automatic 
segmentation of disturbed stripe regions is described in paragraph “Data Processing”, which 
also introduces the considered three feature sets for stripe image description. Finally, an 
application example in case of cylindrical surfaces and its generalization for complex 
geometries is described in the last paragraph “Data Classification”. 

In order to consider real-time inline inspection requirements, all the experiments were 
validated by means of industrial image datasets. Important aspects, such as high robustness 
against varying recording conditions but also fast data processing for real-time applications 
are considered. 
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2. Data generation 

The inspection problem is primary tackled under its optical and physical aspects so that the 
purpose is to define the optimal data generation in case of structured light based surface 
inspection. This paragraph is therefore dedicated to the optimization possibilities in case of 
the generation of optimal stripe structures for the inspection of complex industrial surfaces. 

At first, the chose of the appropriate illumination technology is addressed. Two different 
approaches, a “transmission”-based and “collimation”-based are described and compared. It 
is demonstrated that the latter is more appropriate for the visual enhancement of 
geometrical surface deformations on semi-reflective surfaces. The generation of adapted, 
“inverse patterns”, is tackled afterwards. It is demonstrated how far pattern adaptation 
improves the visual interpretation of geometrical complex surfaces. 

2.1 Defining the adequate illumination 

2.1.1 Generalities 

In the optical inspection domain, the observation of surfaces having different reflection 
coefficients or various geometries for quality control or metrology purposes is done by 
means of specific lighting approaches. The key point, and common process for all methods, 
is to visually enhance and characterize the relevant information. The chose of the adequate 
lighting is task dependant and must be defined according to the surface characteristics 
(reflectivity, geometry). 

Within this context, the use of structured light patterns to reveal geometrical and/or textural 
surface characteristics has a broad range of applications. While deflectometric approaches 
(fringe structure projection) are dedicated to specular surface inspection, bright- or dark-
field methods (projection of collimated light) can be perfectly suited to matt surface quality 
control (Abouelela, 2005). However, different techniques to generate such light patterns to 
be projected exist. We might distinguish between two different light projection approaches, 
a general one called ”transmission”, and a more specific one named ”collimation”. The 
formalism used here is based on the physical generation principle of the stripe patterns. 
Each illumination is described in detail, so that the geometrical arrangement and the optical 
properties of the illumination’s main elements are tackled. 

2.1.2 The transmission and the collimation approaches 

The "transmission" based fringe projection technique is the mostly used and developed 
within the computer vision community. It can consist in the transmission of diffusing light 
trough a light-transmissive structure or in the transmission of a structured light pattern 
through a diffusing element. In the last case, structured light patterns can be produced by a 
LCD (Liquid Crystal Display), a DMD (Digital Micromirror Device), or a DOE (Diffractive 
Optical Element) device. The principle of the "collimation" is to direct incoming light with, 
e.g. a 3D fringe selection object (Caulier, 2007), or directional LEDs. Fig. 1 shows the two 
fringe pattern generation principles with image examples. 

Both lighting techniques consist of two different parts: a diffuse illumination and a pattern 
generation element which filters the light rays using "transmission" or "collimation" 
techniques. The depicted examples demonstrate that both illuminations lead to similar 
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fringe structures if similar geometrical deformations on specular surfaces are considered. 
The case of two different deformations is tackled here: dents (concave) and blisters (convex). 
Even if the images depict different surfaces, the red bold marked surface regions leading to 
visible fringe perturbations clearly show the similarity of both lighting techniques, in case of 
the visual enhancement of geometrical structures. 

 
Fig. 1. Principle of the two (i) “transmission” and (ii) "collimation" approaches (left). The 
theoretical explanation is done for an elementary light source dL (right). For the 
transmission technique, the light distribution remains lambertian, whereas for the 
collimation one, the light intensity profile is more directional. The directionality degree is 
proportional to the exponent n of the cosine function, where n varies from 0 to infinity. 
Theoretical intensity profiles TfI and DfI for both lightings are depicted. 

However, if both illuminations permit similar visual enhancements, the depicted images in 
Fig. 1 show that the recorded structures are depicted differently, i.e. that the contrast of the 
light structures is different. The transmission-based lighting seems to produce “smoother” 
structures than the collimation-based one. This is a fundamental difference which has a 
direct influence of the processing methods and also on the considered inspection 
requirements. In the following, both illuminations are theoretically described. 

A first simplification hypothesis consists of considering that the diffuse illumination placed 
before the pattern generation element is an ideal lambertian light source. Thus, the light 
profile of an elementary illumination element dL placed before the pattern generation can be 
modeled by a cos() function, where  is the angle between the direction of observation and 
the normal of dL. The light profile of an elementary illumination element dL’ after the pattern 
depends of the properties of the structured light filtering element. Light intensity profiles of 
both models can be expressed with a cosn() function, where n is a factor modeling the light 
directivity. n=1 for the “transmission” approach and n>=1 for the collimation approach, so 
that higher values of n are synonymous a higher directivity. If the cosn() function models 
the shape of the structured light, the light intensity can be modelled by two one-dimensional 
functions TfI(x) and DfI(x), where x is the spatial position along the fringe structure.  

These profiles depend on fringe pattern geometrical and physical parameters, which are the 
transmission factors of bright and dark fringes b and d for the "transmission solution", the 
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height h, and the fringe width w for both solutions, where b > d, {b;d } in [0:1]) and h << 
1 for the "transmission" one. Both intensity profiles after fringe light source are obtained by 
summing for elementary surface dL'(x) at point x the amount of light coming from all 
neighboring points on the X-axis. The TfI(x) and DfI(x) curves in Fig. 1 vary between two 
values kImin, kImax, where k stands for transmission T and directed D. As stated before, the 
“transmission” lighting consists of a purely diffuse TIdif, whereas the “collimation” is made 
of a diffuse CIdif and a directional CIdir part. kIdif,all is a diffuse part induced by all the dark and 
bright structures, while kIdif,d, kIdif,b, and kIdir,b are diffuse and directed parts induced by the 
considered dark and bright structures. All these values, and so the bright and dark fringe 
contrast in the images, depend on the illumination specific parameters b, d, w, h. 

One of the important aspects of the projected fringe structure is to optimally visually 
enhance the relevant surface information, whether for direct interpretation (qualitative) or 
for reconstruction (quantitative) purposes. Optimal fringe interpretation can be obtained 
when foreground fringe structure is easily distinguishable, i.e. can be segmented from 
background object structure. Hence, being able to influence the kImax, kImin ratio Rb,d, but also 
the kIdif and kIdir ratio kRdif,dir is of major importance. For the theoretical considerations, it can 
be assumed without loss of generality, that each elementary light source has a diffuse and a 
directed part. The proportion of each part determines the diffuseness of the directivity of the 
light source. Thus, the ratios for the "transmission" and "collimation" methods can be 
expressed as follows (l is a constant and f the light distribution function): 
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Major difference of both lightings is that, whereas for the transmission solution, the diffuse 
part Idif,all is unavoidable, the second solution offers the possibility to have only the directed 
light component Idir,b, i.e. to strongly reduce the diffuse part by increasing the h/w ratio. This 
is an interesting property, as it permits to increase the visual enhancement of geometrical 
structures, especially for semi-reflective surface inspection, and decrease the visual 
appearance of the surface texture. 

For surfaces with a non-negligible diffuse reflecting part, geometrical structures are all the 
more enhanced for high ratios kRb,d and kRdir,dif. In case of the "transmission" approach, these 
ratios are theoretically always l-limited, a theoretically infinite ratio can be obtained with the 
"collimation" approach. This effect is clearly observable in the corresponding images of Fig. 
1 representing a dent-like defect. In case of the "collimation" approach, fringe structures, and 
so the geometrical surface information, are better visually enhanced, than in case of the 
"transmission" approach. This is the reason why former approaches are used in case of 
controlled environments, i.e. when optimal lighting conditions are possible, permitting 
optimal fringe segmentation, in case e.g. of quantitative 3D reconstruction of matt surfaces. 
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These results show that in case of geometrical information retrieval, and especially for 
surfaces with a non-negligible diffuse reflecting part, "collimation" approaches are more 
appropriate. Values of illumination parameters w and h should be determined in accordance 
to the inspection requirements, as increasing the ratio h/w decreases the amount of 
additional diffusing perturbing light Idif,all, but also decreases the total amount of projected 
light Idir,b + Idif,all. 

2.1.3 The considered illumination technique and reference patterns 

As the purpose of this chapter is to propose an alternative surface inspection procedure for 
the inline characterization of complex objects, a robust methodology based of the projection 
and interpretation of stripe patterns, will be proposed. These investigations are based in 
images recorded with an industrial inspection system using a "collimation” illumination, see 
Fig. 2 Therefore, for the rest of the chapter, the "collimation” lighting will be used. The 
“transmission-one” will only be considered for theoretical considerations. 

 
Fig. 2. Considered image datasets (right), recorded with a "collimation” illumination (left), 
and photos of the cylindrical inspected surfaces (bottom). The illumination L is made of a 
cylindrical diffusing element D and a slit object AR to collimation the incoming diffuse light. 
The line scan camera C records the constant moving surface to be inspected Sinspect. 

Fig. 2 shows some image examples of the considered reference dataset. Each stripe image 
depicts one type of surface to be characterized, and has been recorded by a special 
“collimation” illumination producing vertical and periodical stripe structures. The whole set 
of reference patterns is made of 252 elements manually annotated and classified into three 
distinct classes OK, 3D, and 2D. These classes correspond to 139 acceptable surfaces, 48 
non-acceptable geometrical defects, and 65 non-acceptable textural defects. 

2.2 Generating the appropriate adapted patterns 

The second step of the proposed method of this chapter concerns the generation of so called 
inverse patterns, geometrically adapted to the shape of complex surfaces. Major purpose of 
this surface inspection methodology, based on the interpretation of regular patterns, is to 
simplify the processing of the stripe images and therefore to increase the robustness of the 
proposed approach in case of real-time inline processes. Indeed, as periodical and vertical 
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bright/dark structures have to be processed, the scene interpretation method is equivalent 
to a matching operation where an a priori known structure, a regular pattern, is compared 
with an observed one, the pattern being disturbed by a defective surface. The considered 
approach, i.e. the recording set-up, the inverse pattern generation principle and the 
recorded images of complex surfaces, is depicted in Fig. 3. 

 
Fig. 3. Considered set-up (left), homography between projector and camera screens 
(middle) and recorded regular pattern for different complex surfaces (right). The set-up is 
made of a camera C which records the light structure (i) projected by the projector P and 
(ii) reflected by the surface to be inspected S. The homography, which permits to link each 
point pp of the projector image Ip with a point pc of the camera image Ic, permits the 
determination of the adapted patterns, so that vertical and periodical patterns are 
recorded by the camera. 

The provided solution consists of an iterative approach for the determination of the optimal 
homography linking the projecting screen P and the sensor C recording complex specular 
surfaces S Inverse image determination permits the projection of an irregular or "inverse" 
pattern Ip, so that after its projection on the free-form reflective surface, a regular pattern is 
depicted in the camera image Ic. For Ic calculation, the following three-step approach was 
considered in this paper: (i) determination of the position and the size of the structured 
pattern to be projected, (ii) computation of the screen to camera transformation, and (iii) 
retrieval of the transformation matrix H, where Ic = H x Ip, permitting the determination of 
the pattern to be projected. These three steps are addressed in the next paragraphs. 

2.2.1 Determining the projector pattern 

The size and the position of the structured pattern to be projected have a direct influence on 
the appearance of the observed structured pattern in the camera image. Thus, pattern 
position and size in the projector image Ip have to be adapted in order to reduce noisy 
effects, as double reflection of the structured pattern or the influence of diffuse lighting. 
Concerning the investigations presented in this paper, these parameters were determined 
empirically. The point correspondence is then applied to the depicted projector and camera 
structured patterns. 
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2.2.2 Iterative matrix transformation determination 

Once the correspondence between projector points pp and camera points pc is determined, 
the transformation matrix H linking the two images can be computed. As point 
correspondence is done in case of free-form surfaces, H must be modeled by a polynomial 
equation of degree r, by means of n corresponding reference points, where n > nr, and nr is 
the minimum necessary number of points to retrieve the coefficients of polynomial degree r. 

The optimization approach here consists of retrieving optimal degree r and number n of 
points, in order to minimize the value ec,p, which is the Residual Mean Square Error (RMSE) 
of known camera points pc and estimated points estimpc after applying H to projector points 
pp. The optimization procedure is described in the following equation: 

 
 estimH / , RMSE p , p ,

[1 : [, [ [

where = number of correspondance points.

c c c

r ref

ref
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      (2) 

A two-step procedure is considered here: (i) retrieval of appropriate degree r, its value will 
depend on the geometrical complexity of the surface (r = 1 for the particular case of a planar 
surface), (ii) determination of optimal number of points n for the transformation. The former 
serves the determination of the optimal transformation according to the considered free-
form surface, the latter permits to consider only robust points, by successively forward 
selecting the most relevant points. The stopping criterion of forward selection is an a priori 
defined threshold. An example depicting known points pc (green), estimated points estimpc 
(red) and error ec,p (blue) is depicted in Fig. 3. 

2.2.3 Surface characterization with computed patterns 

The evaluation of the method is done visually. For this, three different free-form surfaces 
with different geometrical complexity are considered. The depicted images in Fig. 3 show 
how surface visual enhancement is improved by means of the proposed “inverse pattern” 
method. A geometrical defect is depicted on two of these three surfaces, S2 and S3. These 
results are comparable to the detection of sub-millimeter depths defects using the 3D 
surface reconstruction with the shape from specular reflection technique, see (Balzer, 
2010). 

The proposed method permits to project an adapted pattern, so that a regular vertical 
pattern can be observed in the camera image. As discussed previously, pattern regularity 
will depend on different parameters, where the geometrical surface complexity is the most 
determinant. 

These results show that the appearance of the regular patterns generated with a 
“transmission” lighting is similar to the patterns generated by a “collimation” one, see the 
reference dataset depicted in Fig. 2. This is the reason why, the next paragraphs dedicated to 
the data processing and classification will tackle the interpretation of the “collimation” 
patterns. The similarity between both types of patterns will also permit to generalize the 
results to the automatic inspection of complex surfaces. 
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3. Data processing 

The second part of this chapter involves specific signal and image processing methods. The 
investigations are focused on multiresolution approaches in the frequency and in the spatial 
domains. The aim is to retrieve the relevant information from the recorded stripe data, i.e. to 
segment the perturbed stripe structures synonymous of defective surfaces and to 
characterize the selected regions by means of appropriate feature-based approaches. These 
two aspects are tackled in the next paragraphs. 

3.1 Free-form segmenting stripe image regions 

Once the scene to be characterized has been visually enhanced, the next step consists of the 
characterization of the stripe regions synonymous of defective surfaces. As the purpose of 
the characterization is to describe the image regions depicting disturbed stripes, these image 
parts must be preliminary segmented before being described via feature-based approaches. 

The segmentation of stripe structures, so that only the disturbed stripe structure to be 
characterized is depicted in the pattern, has been addressed is previous researches. It has 
been demonstrated that for some image content analysis approaches, the segmented images 
leads to higher classification rates than the images with fixed square sizes (Caulier, 2010). 
However, hand-segmenting each image region before its classification is, of course, not 
possible in terms of a fully automatical inspection process, so that unsupervised and 
adapted segmentation procedures should be defined. Such automatic processes are very 
often linked with segmentation errors (Unnikrishnan, 2007).  

Conventional segmentation processes can be coarsely divided into contour-based approaches 
consisting of determining the transitions between image regions, and region-based 
approaches whose principle is to group image points together with similar characteristics. 
Although these techniques have been extensively described in the literature, we did not find 
yet some automatic segmentation approaches of stripe structures. This is in fact a rather 
complex task, as the depicted defective surfaces by means of stripe patterns are usually not 
characterized by sharp contours, as these are overlayed by the projected bright/dark stripes. 
A “simple” solution would be to segment the image patterns to classify by means of sliding 
overlapping windows of constant sizes. The magnitude of the overlapping regions should 
be defined according to the specifications of the inspection task.  

However, the considered stripe segmentation methodology in this chapter uses an 
innovative multiscale (wavelet-based) technique permitting the segmentation of free-form 
relevant image regions. The proposed method, originally developed for the automatic 
detection of visual saliencies, relies on the assumption that the regions to be detected 
correspond to denser energy distributions at different scales and frequency subbands. As 
visual saliencies methods mimic the human visual perception, these are also part of bio-
inspired approaches. 

3.1.1 The bio-inspired approach 

The principle of the bottom-up visual attention model attempts to predict which location in 
the image will automatically and unconsciously attract the observer’s attention towards 
them. In this biologically-inspired system, an input image is decomposed into a set of 
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multiscale neural ``feature maps'' which extract local spatial discontinuities in the modalities 
of color, intensity and orientation. Each feature map is endowed with non-linear spatially 
competitive dynamics, so that the response of a neuron at a given location in a map is 
modulated by the activity in neighboring neurons. Such contextual modulation, also 
inspired from recent neurobiological findings, has proven remarkably efficient at extracting 
salient targets from cluttered backgrounds. All feature maps are then combined into a 
unique scalar ``saliency map'' which encodes for the salience of a location in the scene 
irrespectively of the particular feature which detected this location as conspicuous. Fig. 4 
depicts the considered model of (Itti, 1998). 

3.1.2 Stripe segmentation based on visual saliency map 

Concerning the bio-inspired stripe structure segmentation, following reasoning is made. 
Visual saliency algorithms permit to sample in detail the most relevant features of a scene, 
i.e. the scene parts containing most important image information. Thus, it is assumed, that 
in case of the addressed stripe segmentation problematic in this paper, the image parts to be 
segmented also correspond to the parts with high visual saliency, so that a biological 
approach can be used as a preliminary segmentation step. 

For the purposes of this chapter, we will consider the approach of Itti and Koch (Itti, 1998), 
encompassing a feature map generation, a center-surround computation, and an across-
scale combination until final saliency map generation. The considered method is an image to 
image transformation, where input data is the stripe structured scene to be segmented and 
characterized, and output data is the saliency representation of the input scene, which 
corresponds to high attention degree. Fig. 4 shows the computed saliency maps by means of 
the considered ITTI approach (Itti, 1998) for three different scene examples belonging to the 
three considered classes OK, 3D, 2D. 

 
Fig. 4. Considered bio-inspired approach of Itti (Itti, 1998) and examples of saliency maps for 
three different surface types. The red rectangles correspond to the image regions to be 
automatically segmented. The green rectangles are the selected regions after binarization of 
the saliency maps. 
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The Fig. 4 shows how saliency maps permit to reveal certain stripe structures. If the image 
contains a salient region, i.e. a locally disturbed pattern, the values of this saliency map 
region are higher than the surrounding ones. Otherwise, if the pattern remains 
homogeneous, i.e. corresponds to a non defective surface, no particular image region is 
revealed by the map. In case of the depicted images, the grey values of the saliency map are 
higher on the defective regions in case of the 3D and the 2D images, whereas grey values 
are more homogeneous for the OK image. A simple binarization of the maps followed 
shows how far the ITTI approach permits a good object/background differentiation, in 
particular for locally disturbed patterns. In the following we will see how these saliency 
representations can be used for the segmentation of stripe patterns. 

Saliency maps give a spatial representation the saillancies in an image: the higher the values 
of a map, the higher the probability that the region (object) differ from the surrounding 
pixels (background). These maps can therefore be seen as the results of a testing procedure, 
as the grey value of a pixel map IS(i,j) is proportional to the probability P(O) that this pixel 
belongs to a region to be classified. Thus, the discrimination between object and background 
classes,object and background, is equivalent to a classification procedure consisting of the 
determination of a binarization threshold . All pixel whose grey values are higher than  
are classified as object region, whereas all other as background region. This can be stated as 
follows: 
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However, a global binarization procedure also implies falsely classified pixels. The 
fundamental problem therefore consists of determining the most optimal threshold optim, so 
that most of the image pixels are correctly classified into the classes object and background. 
For the following we will consider the classification error rate perror of [Zha01], who permits 
to evaluate the segmentation process of a map IS for a certain threshold  and the previously 
described reference image database. 

Reference Segmentation
Automatic Segmentation
Reference Background
Over-Segmentation
Under-Segmentation
Common Regions

m(perror), (perror) for the 252 patterns

Binarization thresholds

optim = 180

perror

perror
 

Fig. 5. Computation principle of perror (left) and curves m(perror), ²(perror) permitting the 
determination of optim (right). 

The consider approach for determining the optimal threshold optim consists of computing 
the error rate perror for all threshold values [0,255], so that optimal threshold will correspond 
to the lower rates perror. In order to define one threshold for the segmentation of all possible 
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stripe images, the mean m(perror) and the variance ²(perror) for the error rates for all 252 
images of the reference dataset will be used to evaluate each threshold . Fig. 5 depicts show 
the computation principle of perror and the computed values of m(perror) and ²(perror) for the 
252 stripe images. 

The two curves represent the evolution of m(perror) and ²(perror), computed with the 
considered dataset of 252 stripe images, for each threshold . It is noticeable how both 
curves reach a minimum for the same value of optim = 180. This value, which corresponds to 
the lowest classification error rate, is the optimal threshold values optim. 

3.2 Characterization of stripe image regions 

Once the regions of interest, i.e. these depicted non-acceptable surface parts, have been 
segmented, these can be characterized in a second step by means of feature-based 
approaches. Preliminary investigations showed that optimal stripe characterizations are 
achieved using adapted and Fourier features. New multiresolution features are introduced 
in this paragraph. Spatial transformations using Gabor filters are considered. In the 
following all the considered feature sets are introduced. 

3.2.1 The feature based image characterization principle 

According to Randen and Husoy (Randen, 1999), it is a-priori not possible to know which 
textural method is more appropriate for a specific task. A selection of the most appropriate 
one (methods partially based on work by Wagner and Kueblbeck (Wagner, 1996) and 
Wagner (Wagner, 1999) was done. Most publications dedicated to specific features-based 
stripe structure characterization are related to fringe pattern identification within the field of 
interferometric non-destructive inspection. Type and number of described fringe features 
are task dependent. We may distinguish between spatial-based (Jueptner, 1994; Zhi, 1992), 
frequency-based (Takeda, 1982; Qian, 2005}, and mixed (wavelet) (Krueger, 2001; Li, 2000) 
approaches. 

The selected methods for the addressed problems in this chapter correlate with the highest 
recognition rates of the described methods and studies: (i) the transform of Weska, (ii) the 
adapted of Zhi (Zhi, 1992), and (iii) the multiresolution of Mallat (Mallat, 1989). As few 
publications tackle the problems of image structure characterization, a particular attention 
was given to the retrieval of specific adapted features. For our purposes, four geometry and 
two statistic-based features proposed by (Zhi, 1992) for bright stripe pattern characterization 
were applied. The contribution to specular surface inspection is achieved through the 
completion of these features with additional four specific features. The novel aspect consists of 
the use of these features for the characterization of the bright stripes, but also of the dark 
stripes within the pattern. 

These methods being part of general approaches belonging to the main texture families 
(Tuceryan, 1998) or of specific methods, specially developed for the characterization of image 
structures. Each of these procedures was optimized by adapting method innate parameters 
towards the depicted disturbed or non-disturbed stripe pattern (shape, intensity e.g.). 

Fig. 6 shows the computation principle for the first two considered features sets, the Fourier 
and the Stripe ones. 
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Fig. 6. Computation principle of the Fourier (left) and the Stripe (right) feature sets. The 
Fourier features correspond to the spectral energy of different regions of the Fourier 
spectrum. The figure shows the original image F, its power spectrum P and horizontal, 
vertical, directional and radial energy regions. The stripe features correspond to the 
intensity- and geometry-based description of the segmented bright and dark stripe 
structures. Each feature is first locally computed for different image pixels using a window 
w. The final feature value for an image F is the average of all the locally computed feature 
values. 

3.2.1.1 Fourier textural features 

The DFT (Discrete Fourier Transform) made the spectral analysis of discrete images 
possible, by decomposing the image function into a sum of finite sinusoids.  The textural 
transform approach proposed by Weska (Weszka, 1978) is based on the spectral domain 
analysis. The features are computed from values in the Fourier spectrum corresponding to 
different rF radial and d directional spectral regions. As the characterized stripes have a 
vertical and periodical structure, further uF and vF spectral regions along the u-horizontal 
and the v-vertical image axes were defined. 

The vector computation for the involved Fourier textural analysis method is depicted below: 

    , , , , 33 8 10 5 10F F F F F
r v h r v h cC = C ;C ;C ;C N = =      (4) 

3.2.1.2 Adapted fringe and stripes features 

The considered bottom-up approach is based on preliminary investigations (Caulier, 2008) 
involving specific geometry-based and intensity-based features according to a two-step 
procedure, stripe segmentation and characterization. Each process is characterized by 
following parameters: the segmentation function f utilized and the image areas a that are 
covered by a local window w sliding over the entire pattern described. Notation for the sub-
pixel segmentation peak detectors are b5 for the ``Blais-and-Rioux" and c5 for the ``Center-of-
Mass", see (Caulier, 2008). Hence notations for considered segmentation functions are f  { 
b5; c5 }. Concerning the characterization of the extracted bright and dark regions each feature 
cSa(m) represents the average result of an Oa(m)(m) operation applied to a bright or dark stripe 
element. The computation of Oa(m)(m) is applied to an image area a(m), whose magnitude is 
feature dependent. 

The new contributions consist of applying the features 9 to 14 defined in (Caulier, 2008) for 
the bright stripes, also to the dark stripes, so that a total of 20 features are considered here, m 
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 { 0,...,19 }. Hence, from these 20 features, 8 were specially developed for the considered 
stripe images, whereas the 12 remaining were described within the context of fringe 
structure characterization (Zhi, 1992) and adapted for our purposes. It is these 8 features 
which were used in the industrial application (Caulier, 2008). The description of the stripe 
feature vector with the different area magnitudes a(m) is as follows: 
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The maximal value of a(m) is determined according to the minimal possible size of the 
reference stripe patterns which is approximately 20 pixels. As mentioned above, the 
computation of the stripe feature vector relies on two segmentation functions f. Then, each 
of the stripe feature vector's 20 elements can be computed by means of 8 different area sizes 
of a(m). Hence, 2 x 820 stripe feature vectors can be retrieved based on the definition 
provided in Equation 5. In order to reduce the number of possible feature stripe vectors, and 
thereby avoiding dimensionality-based problems, a preliminary optimization process to 
retrieve the most adequate area size of a(m) for each feature cSa(m) is necessary. 

When considering the definitions of the 20 operators, we can distinguish between the 
features whose computation relies on fixed and adapted image areas a(m), where m is the 
feature index. For fixed areas, the only condition is that the area sizes must be large enough 
to allow both operators to be applied. For adapted image areas, the most appropriate area 
size must be defined according to the stripe structures to be characterized. 

Preliminary studies (Caulier, 2008) show that an optimal set of image areas a1, depicted in 
following Equation, can be defined (maximum possible area size is noted M² = [ Mu x Mv]): 
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In order to validate the tests described in (Caulier, 2008), an additional ``non-optimal" set a2, 
complementary of a1, i.e. M² = [Mu x Mv] value remains, 5² and 17² values must be 
exchanged, was also considered. 

3.2.2 Proposed Gabor wavelet features 

Generalities 

Major drawback of the Fourier approach, is that if it permits a good spatial resolution, it is 
not possible in the same time to have a good resolution in the frequency domain, this 
phenomena is known as the Heisenberg inequality or uncertainty principle. The purpose is 
here to investigate how far a multiresolution approach can be used for the classification of 
stripe image patterns. The considered procedure consists of using the approach of Mallat 
(Mallat, 1989) and to systematize it to another other wavelet family. The Gabor one will be 



 
Machine Vision – Applications and Systems 190 

used. For the Fourier approach, the directional regions of the power spectrum lead to best 
discrimination results, see paragraph 5.2.1. Hence, using a wavelet decomposition approach, 
the influence of the combined selection of different frequency regions with the selection of 
different decomposition levels will be investigated. 

For each level, the wavelet coefficients are obtained by convolutions of input image f(u,v) 
with two one-dimensional filters: h a lowpass filter and g a highpass filter, with g(n) = (-
1)1-n h(1-n). A detailed procedure of the image wavelet decomposition can be found in 
(Mallat, 1989). Fig. 7 describes the wavelet decomposition and reconstruction principle at 
level r of an image signal f(u,v) with a pyramidal representation according to Mallat 
(Mallat, 1989). 

 
Fig. 7. Decomposition and reconstruction principle of the discrete wavelets transform in the 
spatial domain according to (Mallat, 1989). 

Classification methodology with wavelets 

First classification step consists of wavelet decomposing each image. The energy measure of 
the four subband images A2rf, D12rf, D22rf and D32rf for each decomposition level r is used as 
signature for each image. Unlike the Fourier transform, which just utilizes the sine and 
cosine as basis functions, each new wavelet family brings its own set of new basis functions 
(the necessary conditions such functions must fulfill are defined in (Mallat, 1989) Section 
III.A). 

As the purpose is to evaluate the classification of stripe image patterns using different 
types of textural features, the activities are focused on one wavelet family, the Gabor 
wavelet filters (Kovesi, 2011). This approach was considered to be an appropriate 
enhancing function, as these filters permit the enhancement of image structures of 
different shapes, frequencies and orientations. In the following a brief overview of 2D 
Gabor is provided. 

According to the definition of Dunn (Dunn, 1995) which is based on the definition of 
Daugman (Daugman, 1985), a 2D Gabor filter h is an oriented complex sinusoidal wave hsin 
modulated by a 2D Gaussian envelope hgau, h = hsin x hgau. Filter main parameters are the 
wavelength  = 1/f, f is the frequency, the standard deviation  and the orientation . 
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Different values of these parameters permit the elaboration of different filters of different 
shapes, sizes and directions. 

For the purpose of this chapter, the Gabor filter definition given by Kovesi will be 
considered. The author defines three output images, Ir, Ii, Ia, results of the convolution of the 
input image Iin with the (i) real part hr of the 2D filter h, the (ii) imaginary part hi of the 2D 
filter h and the (iii) amplitude of both real and imaginary images. Filter description 
according to Kovesi (Kovesi, 2011) for the x-direction is provided by the following equation 
(for the sake of simplicity, the x-direction was considered, same equations hold for the y-
direction by replacing the x with y): 
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f is a rotating function defined for an angle  in degrees (an angle of 0 gives a filter that 
responds to vertical features. The scale factors kx and the filter x relative to the wavelength 
of the filter. This is done so that the shapes of the filters are invariant to the scale. kx controls 
the shape of the filter in the x-direction. 

According to equation 7,  permits to regulate the modulation of the cos and sin waves with 
the Gaussian envelope. For =1 the filtering is equivalent to an image blurring with a 
Gaussian kernel, and therefore reveals low image frequencies. Higher values of  and of k 
permit image filtering with Gaussian kernel modulated with cos or sin envelopes, which is 
equivalent to convolve the image with second or first derivative filter kernels. Thus, in case 
of high image frequencies enhancement and if the edge information is considered as 
important images signatures, a variation of the variance  of the Gaussian kernel between 
 [2:4] seems to be an adequate choice. 

Therefore, for the purposes of this chapter, the Gabor filterbank is made of Gabor filter 
values, l = 2 and k=2, so that = 4, two orientations,  = 0° and  = 90°. The sin function was 
considered. These filters were applied for the computation of image features. Four 
decomposition levels r = { 2, 3, 4, 5 }, corresponding to object sizes in the image of { 4, 8, 16, 
32 } were considered. Hence, the resolution given by the considered stripe structure which is 
dP,px=8 pixels is taken into consideration, see the images in Fig. 2. It is assumed that the 
resolution level r=3 could bring interesting classification results. 

Classification methodology with wavelets simple decomposition 

This first classification procedure uses all computed approximation and detail images 
during Mallat's decomposition algorithm using the Gabor wavelet. First element of 
Wavelet's simple decomposition feature vector cWS equals the energy value of original 
image F. Then, the remaining elements of cWS are filled with the energy values of the 
approximated and all detail images obtained by decomposing the image F. Following 
expression of feature vector cWS   RNc is obtained by decomposing image F until level r 
with Gabor wavelet: 
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Where E(0,f) is the energy of original image pattern F. 

Classification with wavelets generalized decomposition 

A shortcoming of the conventional dyadic wavelet transform is that it does not benefit from 
possibly useful features that can be obtained by further decomposing the high frequency 
subbands. An improvement therefore consists of decomposing also the high frequencies 
(Coifman, 1992; Tikkanen; 1997, Nasir, 2002; Cohen1997) i.e. in computing the 
approximation and detail images not only for the approximation image A2^(r+1)f at each level 
r but also for the detail images D12^(r+1)f, D22^(r+1)f, and D32^(r+1)f (r > 1, r   Z). This general 
wavelet decomposition approach will be named the generalized multiresolution decomposition 
also named wavelet packet analysis (Tikkanen, 1997). 

A feature vector c is made of the energy values of all approximation and detail images 
computed during the generalized multiresolution decomposition. First element of c equals 
the energy value of original image F. Following expression feature vectors of Wavelet's 
generalized decomposition is obtained: 
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Where E(0,f) is the energy of the original image pattern F and E(j,k,A), E(j,k,D1), E(j,k,D2), 
E(j,k,D3) are the energies at level j of the subband image numbers k. 

Classification with subband wavelet generalized decomposition 

This further investigation consists of the evaluation of each subband separately, in order to 
figure out how far the selection of a particular subband can lead to an improvement of the 
reached classification rates. For this purpose the images are classified each by means of the 
four subband images obtained with a generalized wavelet decomposition approach. In 
order to really estimate which of the four coefficients contain the most discriminating 
information, we consider the generalized wavelet decomposition for the decomposition level 
r=3, as this level correspond to the size of the considered period of the reference images, 
which is 23 = 8. 

Doing this, four feature vectors are defined. cSWG,(D2,3,A) contains the energy of all 
approximation images A2^(r+1)f up to level r=3 using Gabor wavelet and the generalized 
Wavelet decomposition. Feature vectors cSWG,(3,A), cSWG,(3,D1), cSWG,(3,D2) and cSWG,(3,D3) are filled 
with the energy of all detail images D12^(r+1)f, D22^(r+1)f, and D32^(r+1)f up to level r=3 using 
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Gabor wavelet and the generalized Wavelet decomposition. Following expressions of feature 
vector using the Wavelet's subband generalized decomposition are obtained: 
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Where E(j,k,A), E(j,k,D1), E(j,k,D2), E(j,k,D3) are the energies at level j of the subband image 
numbers k. 

4. Data interpretation 

The third and last part of this chapter is dedicated to the interpretation, i.e. classification, of 
the generated metadata by means of data mining techniques. The general purpose is to 
retrieve, for a specific inspection task, the optimal processing chain, i.e. leading to high 
detection and low false alarm rates. The proposed procedure uses a classification factor as 
an evaluation criterion for the direct evaluation and comparison of different data processing 
approaches. 

It is demonstrated that this procedure can be applied for the evaluation of any image 
processing tasks. In a first step, the method is validated for a certain surface shape within 
the context of a specific inspection purpose. In a second step, the case of complex free-form 
structure characterization is used for the generalization of the method. The considered 
reference stripe image dataset was introduced at the beginning of this chapter in paragraph 
3.1.3. 

4.1 Optimal processing chain determination 

As described at the beginning of this chapter, the purpose is to demonstrate how the 
projection of adapted structured patterns can be used for the inline inspection of complex 
reflective surfaces. Within the context of industrial non destructive testing, an inspection 
system has been developed for the characterization of cylindrical specular surfaces (Caulier, 
2009). The principle relies on the combination of a collimation-based illumination and line 
scanning cameras to record and process the reflected regular patterns. Fig. 2 shows some 
images examples depicting defective cylindrical surface parts. 

The system’s requirements are automatically to classify the surfaces of the recorded 
cylindrical objects into non-defective, defective geometrical or defective textural. This three-
class problem consists of determining the most optimal processing chain based on the 
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feature-based description of the recorded stripe image. The aims are here (i) to determine 
most appropriate stripe segmentation approach, (ii) to evaluate the relevance of the 
proposed feature sets, (iii) to retrieve the most optimal one, and (iv) to generalize the 
approach and the results obtained with the inspection of cylindrical surfaces to the 
interpretation of complex surfaces. 

The problem is therefore tackled in two steps. At first, the lowest complexity problem of 
most appropriated processing chain retrieval within the context of regular stripe 
characterization is addressed. For this, in order to retrieve the most appropriate feature set, 
the previously described Fourier and Stripe features are evaluated by means of three 
different image sets, three different classifiers, and one classification methodology. Thus, for each 
of the four feature sets, nine different pattern analysis procedures were considered. 

Then, the generalization is done by using the most optimal features defined for the 
characterization of “simple” surface for the interpretation of complex objects. As the aim is 
also to retrieve the most appropriate feature sets, here also different processing chains will 
be evaluated. However, as the purpose is the generalization to complex surfaces, the 
investigations will be focused on (i) the compare of nine different image sets taken reference 
databases, and on (ii) the involving of special feature subset selection (FSS) methods based 
on the previously defined optimal classifier. 

4.2 Optimal processing chain for cylindrical surfaces 

As defined previously, concerning the image sets, three segmentation approaches were 
considered: (i) a free-form approach as described in the paragraph 4.1, image sets ff, and (ii) 
fixed sizes of 64x64 pixels and 128x128 pixels, with image sets 64², 128². The patterns were 
recorded with the industrial system (Cau2007c), see the examples in Fig. 2. 

In order to address a general stripe pattern characterization approach, the proposed 
empirical method involved three different classification principles, all using a specific 
technique or a particular configuration. Following classifiers were involved: The non-
parametric Nearest-Neighbor approach, 1-NN for k=1, 3-NN for k=3, and, the parametric 
Naive Bayes NB, applied to the previously cited classifiers. As to the classification 
methodology, and a stratified 10-fold cross validation (Kohavi, 1995), were chosen. 

All the results are shown in Tables 1 and 2. These tables list the stripe patterns' (i) 
classification using Fourier's, the Stripe's and the Gabor wavelet’s features. 

Different generalities can be done concerning the segmentation process, the classification 
approach and of course the feature sets, on the basis of the results listed in both tables. 

At first, free-form segmentation approaches seem to be more appropriated for Wavelet and 
Stripe features. The common aspect of both approaches is to use the average results of 
spatial filters applied to the reference images for feature vector construction.  Free-form 
segmentation permits to retrieve only the disturbed parts of the whole stripe structures to be 
characterized, and to discard the undisturbed ones in case of defective surface 
characterization, and contrariwise to retain only the undisturbed part in case of non 
defective surface characterization, see Fig. 4. In other word, free-form segmentation permits 
a first spatial discrimination between disturbed and undisturbed stripe regions. The 
assumption is therefore that, such segmentation techniques are more appropriate to 
classification methods using spatial filters for feature vector computation. 
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 Fourier 
vectors 

Image sets Stripe 
vectors 

Image sets 

 ff 64² 128² ff 64² 128² 

NB 

cF 63,4 75,4 61,5 cSISC,g1,BR5 84,9 84,5 78,3 

cF, (r) 58,3 67,2 57,8 cSISC,g1,CM5 83,7 82,8 60,0 

cF,() 66,4 80,4 55,8 cSISC,g2,BR5 79,6 75,8 61,4 

cF,(v) 49,2 79,3 58,8 cSISC,g2,CM5 77,6 73,8 57,1 

cF,(u) 54,8 41,0 36,2     

1-NN 

cF 79,2 84,9 84,4 cSISC,g1,BR5 88,1 85,3 8,2 

cF, (r) 72,7 69,8 65,7 cSISC,g1,CM5 88,9 81,6 82,8 

cF,() 78,2 87,9 83,6 cSISC,g2,BR5 86,1 85,9 83,5 

cF,(v) 76,9 79,2 75,9 cSISC,g2,CM5 84,6 78,4 78,8 

cF,(u) 65,0 75,6 61,5     

3-NN 

cF 76,2 58,3 81,3 cSISC,g1,BR5 86,5 84,3 80,5 

cF, (r) 68,6 70,6 65,8 cSISC,g1,CM5 84,5 77,7 80,9 

cF,() 75,8 81,2 82,5 cSISC,g2,BR5 83,5 81,7 81,1 

cF,(v) 74,3 77,8 75,7 cSISC,g2,CM5 82,2 78,8 74,8 

cF,(u) 63,9 75,6 64,7     

 
 
 
 
 
 
Table 1. Rates of correctly classified patterns of the three image sets ff 64², 128² for the 
Fourier and the adapted Stripe features. 
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  Image sets  Image sets  Image sets 

 Vector ff 64² 128²  ff 64² 128²  ff 64² 128² 

NB 

cW,S,(D2,2) 53,7 53,7 51,1 cW,G,(D2,2) 58,1 56,4 52,1 cSW,G,(D2,3,A) 64,9 59,2 48,5 

cW,S,(D2,3) 78,5 71,2 63,1 cW,G,(D2,3) 64,2 58,2 51,6 cSW,G,(D2,3,D1) 78,3 75,4 66,0 

cW,S,(D2,4) 83,9 80,3 77,4 cW,G,(D2,4) 65,1 61,8 75,4 cSW,G,(D2,4,D2) 60,0 58,6 55,1 

cW,S,(D2,5) 86,5 83,2 61,8 cW,G,(D2,5) 70,1 64,5 57,3 cSW,G,(D2,5,D3) 85,7 77,3 71,2 

1-NN 

cW,S,(D2,2) 74,1 71,6 73,9 cW,G,(D2,2) 72,0 71,4 71,6 cSW,G,(D2,3,A) 76,4 75,2 70,2 

cW,S,(D2,3) 82,6 79,2 75,2 cW,G,(D2,3) 84,2 82,8 75,2 cSW,G,(D2,3,D1) 78,7 75,5 66,3 

cW,S,(D2,4) 76,5 74,5 74,0 cW,G,(D2,4) 83,0 82,1 78,4 cSW,G,(D2,4,D2) 80,9 81,6 81,4 

cW,S,(D2,5) 76,0 76,2 75,2 cW,G,(D2,5) 81,0 81,6 79,4 cSW,G,(D2,5,D3) 82,3 79,4 72,6 

3-NN 

cW,S,(D2,2) 70,4 72,4 69,5 cW,G,(D2,2) 78,6 74,5 68,7 cSW,G,(D2,3,A) 78,4 76,1 68,4 

cW,S,(D2,3) 75,0 75,0 75,5 cW,G,(D2,3) 80,1 76,4 72,0 cSW,G,(D2,3,D1) 79,3 75,5 68,5 

cW,S,(D2,4) 80,1 76,0 77,6 cW,G,(D2,4) 83,7 81,2 78,8 cSW,G,(D2,4,D2) 81,9 81,7 81,4 

cW,S,(D2,5) 75,4 75,4 74,8 cW,G,(D2,5) 81,2 79,2 76,9 cSW,G,(D2,5,D3) 82,4 82,0 74,6 

Table 2. Rates of correctly classified patterns of the three image sets ff 64², 128² for the 
Gabor Wavelet features. 

Concerning the use of adapted images, we remark that better classification rates are reached 
for fixed image sizes, and especially for the 64² image set. In fact, the Fourier spectrum is 
applied to images whose sizes equal a power of two, so that in case of variable image sizes a 
padding with zeros is necessary. Hence, as far as Fourier features are concerned, the image 
region containing the stripe to be characterized but also the surrounding image region 
contains important discriminative information. 

Then concerning the classifiers, Tables 1 and 2 show that in general best classification rates 
were obtained using the 1-NN classifier for the three consider feature types. For the Wavelet 
features, the most appropriate classifiers depend on the involved feature vector 
computation techniques. For the Fourier features, we remark that optimal results were 
reached for the reduced feature set cF,() involving only the ten directionality power 
spectrum features. For this configuration, the classification rates are similar to those 
obtained with the whole 33 features and even better. 



 
Characterization of Complex Industrial Surfaces with Specific Structured Patterns 197 

To conclude, it is observable that wavelet features do not seem to be the more appropriate in 
case of the considered classification task, i.e. in comparison with the Fourier and the Stripe 
techniques. Classification rates with Wavelet features are the lowest and no particular 
classifier seems to be more appropriate, as for each of the three considered wavelet feature 
computation techniques, a different classifier leads to highest classification rates. 

4.3 Generalization to complex surfaces 

4.3.1 Generalization of the reference image dataset 

The generalization concerns the projection of adapted patterns in order to observe regular 
patterns, which can be characterized with the previously described methodology. Major 
advantage of the adapted pattern projection method, compared to similar 3D reconstruction 
ones, see (Ihrke, 2008; Balzer, 2010), is to visually enhance geometrical defects on complex 
free-form surfaces, for the purpose of qualitative direct surface characterization. 

However, in case of inline inspection systems perturbing effects leading to non optimal 
surface characterization by means of adapted projected pattern interpretation may occur. 
Major perturbing factors are due to imperfect recording conditions or surface characteristics. 
In case of workpiece positioning above the defined moving tolerances e.g., additional noise 
such as defocusing or light glares, will perturb the reference point determination. Also in 
case of small surfaces, whose size does not permit to project enough stripe patterns, the 
point determination might not be optimal. In addition, certain surfaces, such as e.g. several 
layered light transmitting ones, may also lead to sub-optimal visual appearance of the stripe 
in the recording sensor. 

This signifies that in case of a generalization of the proposed surface characterization 
method based on the projection of stripe patterns, the reference dataset must be enlarged in 
order to cover all possible regular patterns to be characterized. 

The task is not to enumerate all possible regular stripe pattern disturbances. This would 
hardly be possible. Hence, it is preferable to focus our investigations on a restricted and 
predefined number of not perfectly vertical and not perfectly periodical stripe patterns. 

Further pattern structures have therefore to be defined. The easiest and simplest way 
consists of using the considered set introduced in paragraph 4.2 and to ``transform" or 
“adapt” them, so that these can be used for the characterization of free-form surfaces. 

Thus, the stripe-illumination-based complex surface inspection task will be addressed by 
means of different image sets: The reference initial set 00 previously introduced, and eight 
further derived sets. The four sets 11-14 correspond to the warping of all patterns of 11 
with increasing projective transformations. The four sets 21-24 correspond to the warping 
of all patterns of 00 with increasing cylindrical transformations. Two projective -1- and 
cylindrical -2- transformations have been considered. All sets are made of 252 patterns. 

Fig. 8 shows 3 of the 9 considered stripe image data sets. 00 is the reference set where the 
stripe structures are periodical and vertical, 14 is the set corresponding to the warped 
patterns of set 00 with a maximum perspective distortion -1- and 24 is the set 
corresponding to the warped patterns of set 00 with a maximum cylindrical distortion -2-. 
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Fig. 8. Reference patterns for the classification of free-form rough and specular surfaces. The 
figure shows 6 image examples taken from the three different pattern sets Ф00, Ф14 and  
Ф24. 

These image patterns correspond to three different complex surfaces illuminated with an 
adapted pattern: -0- for surfaces ideally depicted, and -1- and -2- for surfaces inducing 
perspective and cylindrical distortions. 

Ф14 and Ф24 corresponds to patterns with a maximal perturbation of type -1- and a maximal 
perturbation of type -2-. These patterns have been simulated by transforming patterns Ф00 
[The first number is an indices the second is an exponent] with perspective and cylindrical 
distortions. All the patterns have a size of 64 x 64 pixel. 

4.3.2 Optimal processing chain for increased surface complexity 

This paragraph addresses the procedure for the determination of optimal feature subsets 
using feature evaluation, grouping, fusing, and selection in case of the general inspection 
problem stated in this paper, i.e. the inspection of complex objects using structured 
illumination. It has been demonstrated in the previous paragraph 4 that two feature 
families, the 33 Fourier and the 20 adapted stripe features, lead to best classification rates. In 
order to define to appropriate features sets in case of the generalization to complex surfaces, 
feature subset selection (FSS) methods are evaluated by considering the generalized 
reference databases. 

The question is to what extend an appropriate fusion and selection of the Fourier and the 
adapted stripe feature sets can lead to a better quality control of the complex surfaces? For 
this purpose, two group of three feature vectors will be considered. First group consists of 
vectors cFr,,v,u, made of the 33 Fourier features, cF, made of the 10 directional Fourier 
features, and cS consisting of the 20 adapted features. Second group encompasses vectors 
cFr,,v,uS, made of the 33 Fourier features and the 20 adapted stripe features, cFS made of the 
10 directional Fourier features and the 20 adapted stripe features, and 1-NNcFS made of the 
selected features of vector cFS using a 1-NN-wrapper-based FSS method. Classification 
results using the three two feature vector groups and the two distortion types are depicted 
in Fig. 9. 
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Fig. 9. Classification rates for image distortions of type -1- and of type -2- by means of the 
two groups of feature vectors { cFr,,v,u; cF; cS } and { cFr,,v,uS; cFS; 1-NNcFS }. 

The detection rates were computed for different image sets and correspond to increasing 
distortions of type -1- and of type -2-. Left to right values: detection rates for image set Ф00 to 
image sets Ф14 and Ф12. On the whole, the reported classification rates in Fig. 9 (right) are 
higher than those depicted in Fig. 9 (left). This shows the importance of determining the 
adequate features with the appropriate feature selection processes. In case of the considered 
inspection task, optimal features sets are 10 directional Fourier features and the 20 adapted 
stripes feature, whereas the optimal feature selection method is the wrapper-based 1-NN 
approach. However, if the feature fusion permits to reach higher classification rates of 
approximately 2 % (difference between the maximal detection rates of both considered 
graphics), the FSS method does not improve the classification rates, as similar or even lower 
classification results are observed when the FSS method is applied. 

The last investigation is dedicated to a more detailed depiction of the considered FSS 
method, in order to determine the relevant features. 

4.3.3 Optimal features in case of the generalization approach 

In order to determine the most relevant features the influence of increasing distortions of 
type -1- and of type -2- on the number and types of selected features is investigates. Table 3 
shows the results in case of a wrapper 1-NN approach and a 10-fold cross-validation. 
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 Type -1- distortion 
 

Type -2- distortion 
Feature set 00 14 24 34 44 



00 14 24 34 44 
Nc,sub 90 90 95 107 108 

 

90 99 107 116 107 
            

cS(00) 0 0 0 0 0 
 

0 0 1 0 0 
cS(01) 1 1 0 0 3 

 

1 1 0 1 0 
cS(02) 0 0 0 0 0 

 

0 0 2 0 0 
cS(03) 0 0 1 2 3 

 

0 0 3 2 3 
cS(04) 3 3 2 8* 2 

 

3 3 4 5 3 
cS(05) 4 4 1 3 3 

 

4 2 1 3 5 
cS(06) 2 2 4 1 0 

 

2 4 1 5 8* 
cS(07) 9** 9** 3 8* 3 

 

9** 8* 7 6 5 
cS(08) 6 6 6 3 3 

 

6 6 6 6 6 
cS(09) 7 7 4 6 4 

 

7 5 4 4 2 
cS(10) 7 7 6 7 5 

 

7 4 6 6 1 
cS(11) 0 0 3 5 4 

 

0 0 1 1 0 
cS(12) 6 6 3 3 5 

 

6 6 2 6 1 
cS(13) 2 2 6 8* 10*** 

 

2 5 5 8* 4 
cS(14) 0 0 1 0 7 

 

0 4 4 4 3 
cS(15) 0 0 3 2 7 

 

0 5 0 2 6 
cS(16) 9** 9** 6 6 9** 

 

9** 4 6 3 4 
cS(17) 2 2 5 10*** 6 

 

2 1 4 5 8* 
cS(18) 1 1 5 4 6 

 

1 3 0 4 6 
cS(19) 6 6 8* 10*** 9** 

 

6 7 7 7 4 
cF(0) 0 0 2 1 0 

 

0 0 0 0 1 
cF(1) 0 0 2 1 1 

 

0 1 3 3 2 
cF(2) 5 5 3 4 1 

 

5 7 4 5 5 
cF(3) 4 4 5 2 3 

 

4 2 5 2 3 
cF(4) 4 4 4 1 3 

 

4 5 9 6 6 
cF(5) 10*** 10*** 10*** 10*** 10***

 

10*** 10*** 10*** 10*** 10*** 
cF(6) 0 0 0 1 0 

 

0 2 4 0 0 
cF(7) 1 1 2 1 0 

 

1 2 2 5 4 
cF(8) 1 1 0 0 1 

 

1 1 5 3 1 
cF(9) 0 0 0 0 0 

 

0 1 1 4 6 

Table 3. Selected features when a wrapper 1-NN approach is used for increasing distortion 
of type -1- and -2-. The maximum number of times a feature can be selected is 10. The 
variables Nc,sub on the left give the total number of selected features after the 10 runs. The 10 
time, 9 time and 8 time selected features are marked with ***, ** and *. Results for all relevant 
features are marked in bold. 

An important parameter is the variable Nc,sub, which is the total number of selected features 
after the 10 runs of the 10-fold cross-validation. As 10 is the maximum number of times a 
feature can be selected, Nc,sub / 10 is the average measure of feature relevance. For both 
tables, increasing the distortion of the bright/dark structures, leads to an increase of the 
necessary relevant features. 
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A general remark for both tables concerns the types and the number of selected features, 
which are approximately the same. It appears that approximately seven features, i.e. only a 
fourth of the initial 30 ones, are relevant. Most of the selected features are adapted ones, 
whereas mainly the directional 90° Fourier features have a strong relevance. 

It is also noticeable, that feature relevance is related to the bright/dark structure distortion 
degree. As an example, in case of both tables, the importance of feature cS(13) is proportional 
to the distortion degree, whereas the contrary is observed for feature cS(07). 

5. Conclusion 

The chapter addressed the inspection by means of structure lighting of complex surfaces 
within the context of industrial inline quality control processes. The whole processing chain 
was considered by first tackling the structured light generation, then the processing of the 
acquired images, and finally the classification of the segmented and characterized 
structured light patterns. 

At first, the generation of appropriate structured light patterns has been tackled. From the 
two described illumination techniques, the “transmission” and the “collimation” one, it has 
been demonstrated that the latter is more appropriate for the characterization of geometrical 
structures as such a lighting technology permits to reduce the diffuse part of the reflected 
light. As the aim of the chapter is to define a general approach for complex surface 
interpretation by means of structured lighting, a general and adapted method has been 
presented. The principle consists of recording and processing regular patterns by projecting 
patterns which are adapted to the complex geometries of the surfaces under inspection. The 
generation of adapted patterns uses coded light to determine the homography linking the 
screen and camera points for pattern adaptation. Different images examples validate the 
proposed procedure. 

The second part was dedicated to the adapted segmentation of the generated structured 
patterns. The originality of the proposed method relies on the use of a bio-inspired approach 
to compute saliency maps. It has been showed how such maps permit to reveal disturbed 
regions of stripe patterns synonymous of defective surface parts. The proposed free-form 
segmentation procedure consists of a saliency map generation preceding a binarization. It 
has been showed how a supervised approach permits to compute the most optimal 
threshold for all the considered reference images. The segmented stripe patterns were 
characterized afterwards by means of different features, whose innate parameters were 
adapted to the special task of stripe pattern interpretation. Two features sets lead to highest 
classification rates, the Fourier and the adapted Stripe features. 

The third and last part addressed the definition of the most optimal stripe structures 
processing chain by using the classification rate as evaluation criteria. The purpose is to 
tackle the inspection of complex surfaces. At first, a reference industrial inspection system 
using a “collimation” lighting for generating regular patterns, has been considered. By 
means of the classification rate, it has been demonstrated that the most optimal chain 
consists of (i) defining 64 x 64 pixels fixed size patterns, (ii) processing them with Fourier 
and adapted Stripe features, and (iii) classifying the computed vector with a 1-NN classifier. 
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In a second part, the general inspection task consisting of interpreting complex surface has 
been tackled. The most optimal processing chain for complex surface interpretation was 
defined (i) by generalizing the reference dataset to more complex surfaces and (ii) by 
retrieving the adapted feature sets using a wrapper-based selection feature procedure. The 
results showed that only a certain number of features are relevant, and that reduced but 
appropriate features permit to reach classification rates for complex surfaces similar to rates 
obtained with more "simple” geometries. 

To conclude, this chapter proposed a feature-based surface characterization methodology 
based on the direct interpretation of regular patterns, adapted to the geometrical 
complexity of the surface. This approach permits to reach higher positioning tolerances in 
case of real-time surface inspection. As no depth information is computed, the proposed 
inspection procedure is more dedicated to binary decisions, i.e. whether the surface is 
defective or not. However, such detailed characterization is not necessary in case of the 
real-time industrial surface inspection. A preliminary determination of the projected 
pattern characteristics in accordance to the smallest critical defects to be detected is 
sufficient in this context. 
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1. Introduction

Discontinuity detection is studied across disciplines of thermodynamics, chemistry, geology,
manufacturing, equipment maintenance, signal processing, computer architecture (bit
recognition), finance (jump processes to model markets) and image processing. In image
processing an edge is often modeled as a discontinuity (Lindeberg, 1998). Hence discontinuity
detection, can provide edge information for image analysis with applications in robotic vision,
medical imaging, tomography and surveillance etc. Scale-Space theory (Koenderink, 1984;
Lindeberg, 1994; Witkin, 1983), is a framework for multi-scale analysis of function/image.
While there are non-Gaussian Scale-Space representations (Duits et al., 2003), this article is
confined to widely accepted Gaussian Scale-Space (Babaud et al., 1986; Lindeberg, 1994).
Existing Scale-Space literature is focused mainly on developing Scale-Space theory with a
view to:

a. Study impact on underlying signals/images (Babaud et al., 1986; Koenderink, 1984;
Lindeberg, 1998; Romeny, 1994; Witkin, 1983)

b. Determine appropriate scale(s) relevant to the image/signal(Lindeberg, 1994).
c. Extract information and knowledge to develop applications like feature detection,

feature classification, image segmentation, image matching, motion estimation, shape
computation and object recognition etc.

d. Correlate the Scale-Space framework with biological vision (Hubel & Wiesel, 1987;
Koenderink & Doorn, 1992; Koenderink & van Doorn, 1987; Young, 1987).

Current Scale-Space literature, does not adequately explore the statistical component of
Scale-Space. There are contextual applications of various statistical parameters (Rodriguez,
2006; Sakai & Imiya, 2009; Zagal et al., 2000), in contemporary Scale-Space research,
but they are limited in scope to specific applications or/and statistics of image features
like blob volume, clusters, thresholds etc. Researchers would be well-assisted if some
theoretical basis were available for statistical assumptions in Scale-Space. In this article,
we present a theoretical foundation for some statistical assumptions with regard to the
derivative of a discontinuity in Scale-Space. A discontinuity has an infinitesimal existence in
Scale-Space, which leads to the assumption of continuity of underlying image/function in any
conventional Scale-Space analysis (Koenderink, 1984; Lindeberg, 1994). This article reveals
that even though Scale-Space eliminates discontinuity at infinitesimal scale, the Probability
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Density Function (PDF) of the derivative of a discontinuity retains its unbalanced bimodality
in Scale-Space. This chapter makes following theoretical contributions:

1. Derivation of Probability Density Function (PDF) and Cumulative Distribution Function
(CDF) for the derivative of a discontinuity in Scale-Space (Theorem 2).

2. Proof of bimodality (Theorem 3) and unbalance (Theorem 4) of the PDF of the derivative
of a discontinuity in Scale-Space.

3. Proof that the Otsu’s Threshold (OT) (Otsu, 1979) owing to its sensitivity to unbalanced
and bimodal PDFs has different patterns in Scale-Space based on the presence / absence
of a discontinuity:
a. Transient Increase: Discontinuity present.
b. Monotone Decrease: Discontinuity absent.

The above mentioned theoretical results, are then applied for a simultaneous solution of
following problems in image processing (Figure 1):

1. Scale appropriate to the discontinuity.
2. Threshold appropriate to the discontinuity.
3. Boundaries of entities in images.

(a) (b) (c) (d) (e)

Fig. 1. OT Patterns in the absence and presence of a discontinuity (boundary). (a) Banana:
Image with discontinuity (boundary).(b) Grass: Image without discontinuity (boundary). (c)
OT Plots against Scale for “Grass” and “Banana”. � and © : Upper and Lower points of
inflection. (d), (e) Segmentation at lower and upper points of inflection respectively.

2. Statistical distributions of a Gaussian function

The term Gradient Magnitude in Scale-Space (GMSS) will be used hereon to represent

a. In 1-D Non-Discrete Functions The derivative of the Scale-Space representation of the
functions

b. In 2-D Discrete Images The magnitude of the gradient (computed by Sobel operator) of
Scale-Space representation of the images.

In this section, the statistical distributions of the GMSS of a discontinuity will be derived. The
reason for doing so is to show that the PDF of the GMSS of a discontinuity is bimodal and
unbalanced i.e. the probability of one mode far exceeds the probability of the other mode. A
discontinuity is mathematically represented as a step function. Consequently the derivative
of the discontinuity is a Dirac’s Delta (Khuri, 2004) as shown in Figure 2. Convolution of the
Dirac delta (δ)1 with a Gaussian function will result in GMSS of a discontinuity.

1 Since a Dirac’s Delta is zero everywhere except at one point, therefore its PDF will be of the type shown
in Figure 2. The PDF of a Dirac’s Delta exists only at two points i.e. at (x = 0 and x = ∞) and is bimodal
and unbalanced.
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Fig. 2. Unit step function Dirac Delta PDF of Dirac Delta

Theorem 1. The GMSS L′(x; t) of a Step function is given by a Gaussian Kernel G(x;t):

L′(x; t) = G(x; t) where

G(x; t) =
e− x2

2t√
2πt

: Gaussian Kernel at Scale (t)

(−N < x < N : N → ∞) : Domain of the Function

(1)

Proof. For a Step function H(x), the Scale-Space (SS) representation L(x; t) is given by

H(x) =
{

1 i f N > x > 0
0 i f −N < x < 0

}
(2)

L(x; t) = H(x)⊗ G(x; t) (3)

Convolution commutates with differentiation and the derivative of a Step function is a Dirac
Delta (δ̂(x)) (Khuri, 2004) (Figure 2). Consequently:

L′(x; t) =
d

dx
[H(x)⊗ G(x; t)] =

d
dx

[H(x)]⊗ G(x; t) = δ̂(x)⊗ G(x; t)

where δ̂(x) = H′(x) =
{

∞ i f x = 0
0 i f x �= 0

} (4)

A Gaussian Kernel reduces to Dirac Delta at zero Scale i.e (δ̂(x) = G(x; 0)), therefore (4) is
equivalent to the convolution of two Gaussian Functions with scales (t1 = 0, t2 = t). Since
[G(x; t1 + t2) = G(x; t1)⊗ G(x; t2)] (Lindeberg, 1994), therefore (4) simplifies to:

L′(x; t) = G(x; t) where x ∈ 2N

Theorem 1 simplifies the GMSS of a discontinuity to a Gaussian Function, which in turn allows
formulation of the statistical characteristics of the GMSS of a discontinuity.

2.1 PDF of a Gaussian function

Theorem 2. A continuous random variable g which takes the values g ∈ ( 1√
2πt

, 1√
2πt

e
−N2

2t :

N → ∞), given by a Gaussian function G(x; t) has following statistical distributions:

PDF : fg(g) =
t

Ng
√−tloge(2πtg2)

(5)

CDF : Fg(g) =
√−tloge(2πtg2)

N
(6)
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Proof. Gaussian function (G(x; t)) is symmetric and provides a one to one, monotonic and
inverse mapping between x and g, in each half of the Cartesian plane. Therefore a uniformly
distributed random variable (X) which takes the values x ∈ (0, N : N → ∞) in the positive
spatial domain of the Gaussian function can derive the PDF and CDF for g. The uniformly
distributed PDF of (X) is given by:

fx(x) =
1
N

where x ∈ {0, N : N → ∞} (7)

The equivalent PDF and the domain for the gaussian variable (g) is given by:

fg(g) where g ∈
{

1√
2πt

,
1√
2πt

e
−N2

2t : N → ∞
}

(8)

The probabilities for both the random variables are equal in the mapped ranges :
∫ g

1√
2πt

fg(g)dg =
∫ x

0
fx(x)dx where

x = G−1(g; t) =
√
−t loge(2πtg2)

(9)

Introducing a change of variable from x to g in the right hand side of (9) and solving:

∫ g

1√
2πt

fg(g)dg =
∫ g

1√
2πt

fx(x)

∥∥∥∥∥
d[G−1(g; t)]

dg

∥∥∥∥∥dg (10)

fg(g) =
t

Ng
√−tloge(2πtg2)

(11)

The CDF 2 can be computed by integrating the PDF (11):

P[g ≤ g ≤
√

2πt] = Fg(g) =
√−tloge(2πtg2)

N

Alternate proof of PDF(Fg(g)), can be provided by replacing the value of (x) from (9) in the
CDF (Fx(x) = x/N) of uniformly distributed variable X and then differentiating it w.r.t (g),
which would provide expression (11).

2.2 Bimodality of the PDF of a Gaussian function

Theorem 3. The PDF fg(g) of a Gaussian function is bimodal.

Proof. The bimodality of the PDF can be proved by the existence of exactly one minima in the
PDF ((Eisenberger, 1964; Kemperman, 1991; Schilling et al., 2002)). For a point (g0) belonging
to the domain of the PDF to be a minima, it’s first derivative should be zero ( f

′
g(g0) = 0) and

2 The correctness of the expression can easily be verified by replacing the term (
√−tloge(2πtg2)) in CDF

with x from (9). This gives (P[0 ≥ X ≥ x] = Fx(x) = x/N) which is the expression of a CDF of a
uniformly distributed variable (X)
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(a) PDF (b) CDF (c) Derivatives of the PDF

Fig. 3. PDF, CDF and derivatives (w.r.t. g) of the PDF of a Gaussian Function. The PDF has an
inverse J-Shape. The derivatives show that only one minimum exists in the PDF making it
bimodal.

it’s second derivative should be positive ( f
′′
g (g0) > 0). The first and the second derivatives

(with respect to g) of the PDF are given by:

f
′
g(g) =

t2

Ng2(G−1(g; t))3 − t
Ng2G−1(g; t)

(12)

f
′′
g (g) =

3t3

Ng3(G−1(g; t))5 − 3t2

Ng3(G−1(g; t))3 +
2t

Ng3(G−1(g; t))
(13)

The minima g0 in the PDF can be located from the root(s) of (12)

t2

g2
0(G

−1(g0; t))3 =
t

g2
0G−1(g0; t)

⇒ g0 =
1√

2eπt
∀ t > 0

(14)

Existence of only one root for the first derivative of the PDF, implies that only one extrema
exists in the PDF. Substituting the value of g0 from (14) into (13) and solving

f
′′
g (g0) = 4

√
2t2(eπ)

3
2 > 0 (15)

From (14) and (15), g0 is the (only) minima in the PDF, therefore it establishes the bimodality
of the PDF (Figure 3).

2.3 Unbalance in modes of the PDF of a Gaussian function

Theorem 4. The bimodal PDF fg(g) of the GMSS of a Step Discontinuity is unbalanced, i.e
the probability of one mode is much greater than the other.

Fg(g0) << 1 − Fg(g0) (16)
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Proof. The probabilities of the two modes separated at g0 can be computed from CDF (6)

P(g ≥ g0) = Fg(g0)

=
g0
N

√
−t loge (2πtg2

0) = (N
√

2eπ)
−1 (17)

P(g < g0) = 1 − Fg(g0) (18)

Dividing (17) by (18) gives the ratio of the probabilities of the two modes:

Fg(g0)

1 − Fg(g0)
=

Limit
N → ∞

1
N
√

2eπ − 1
<< 1 (19)

2.4 Scale life of the GMSS of a discontinuity

Theorem 5. The Scale-Life (SL) of a discontinuity (with a magnitude A), i.e the interval
of scales (t ∈ (0, SL)) within which the discontinuity can be statistically identified by the
unbalanced bimodality of the PDF of the GMSS of a discontinuity is given by:

SL =
A2

2πε2 where ε = Upper Bound of error (20)

Proof. From Theorem 1 for a discontinuity with a magnitude A, the GMSS will be given by:

L′(x; t) =
Ae− x2

2t√
2πt

(21)

In a manner similar to proof of Theorem 2, it can be shown that the PDF ( fg(g)) of the
GMSS (21), will be defined in the interval g ∈ (0, A/

√
2πt) with the second mode existing

at (A/
√

2πt). For this mode to be identifiable as a separate mode it should be greater than or
equal to (ε) i.e.

A√
2πt

≥ ε ⇒ t ≤ A2

2πε2 (22)

The concept of an infinitesimal existence of a discontinuity in Scale-Space/Heat Equation
is acknowledged by research community (Gonzalez-Velasco, 1995; Lindeberg, 1994; Widder,
1975), but seldom defined. Theorem 5 provides one (amongst plausibly many) rigorous
definition of the life of a discontinuity, derived from (and therefore limited to) the statistics
of the GMSS of a discontinuity.

Implication of (ε): Any discrete application of the theoretical results would invoke the upper
bound of error(ε), and therefore needs to be understood in the context of discretization in
general, and selection of histogram bin size in specific (in images/signals). The selection of
bin size inadvertently defines (ε) and is dependent on:

1. Physical limitations of the sensor/hardware: E.g.a camera might be able to distinguish 8,
64 or 256 intensity levels depending on 3,6 or 8 bit representation. The upper bound of
error (as measured with respect to absolute ambient intensity) for a 8 bit representation
will be much lower than that of 3 bit representation.
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2. Accuracy desired by the user: Even though the sensor is capable of higher precision (or
lower error), an algorithm/user might require a lower precision, wherein the upper bound
of error is artificially set at a higher value.

Hence the ability of algorithms to capture the unbalance and bimodality of the PDF within the
Scale-Life will depend on the precision of the hardware as well as the bin size of the histogram.

2.5 Comments

The theoretical results of this section can be perceived to be at slight variance with the
assumptions and models of a discontinuity in conventional scale-space, and the reasons for
this variance will be discussed in this subsection. The widely accepted norm of ignoring a
discontinuity in Scale-Space and analyzing the underlying signal/image as if it were continuous, can
be attributed to the following factors:

1. Requirement of Scale-Space framework, to comply with the principles of homogeneity
and isotropy, necessitates the framework to remain uncommitted to a gaussian scale.
Consequently modeling a discontinuity as done in heat equation, would result in violation
of the fundamental requirements of Scale-Space.

2. Inadequate Information: Most of the problems of Computer Vision, are related to identifying
the presence/absence of a discontinuity followed by a contextual analysis of the
discontinuity. In the absence of this basic information about the presence of a discontinuity,
much less its properties like the magnitude and location of the discontinuity, it is difficult
to model the transient presence of a discontinuity in Scale-Space.

3. Absence of appropriate model: Even if the location and magnitude of the discontinuity were
available, a model to represent the discontinuity is difficult to prepare, because it leads to a
lot of unanswered questions like how long does the discontinuity last? and, how to model
the transfer from a discontinuous state to a continuous state?

4. Mathematical simplification: Theoretically a discontinuity disappears at an infinitesimal
scale, therefore by ignoring this infinitesimal scale, a continuous model of a discontinuity
can be mathematically justified.

The text (Theorems 1, 2 and 5) so far, is not meant to contradict or discredit existing
conventions of Scale-Space , but to present a mathematically valid alternate representation
of the Scale-Space. As an illustration of alternate (to Scale-Space) representations of a
discontinuity, consider the heat equation (Gonzalez-Velasco, 1995; Widder, 1975). In heat
equation a discontinuity may be explicitly modeled in following mathematically valid
conventions:

1. As a Neumann Boundary Condition which specifies the rate of temperature (equivalent to
intensity) change at the boundary.

2. As a heat source in space delimited by boundaries.

These alternate models adopted by a broader theoretical framework of heat equations,
illustrate the need to represent a discontinuity in forms other than the one adopted in
conventional Scale-Space theory. The PDF of the GMSS of a discontinuity (Theorems 1, 2
and 5)is an alternate representation of a discontinuity, which is unaltered in the Scale-Life
(Theorem 5) including the zeroth scale. The unbalanced bimodality of the PDF can be applied
homogeneously across the scales for the Scale-Life of a discontinuity, without the ambiguity
of modeling or ignoring a transition from a discontinuous state to a continuous state.
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This section provides a mathematical expression for the the PDF of a Gaussian Function, with
a universal applicability for disciplines employing Gaussian Functions e.g. inverse problems
of heat equation, chemical diffusion and Scale-Space Theory. The unbalanced bimodality of
the PDF of a Gaussian Function facilitates interpretation of the second mode of the PDF as a
statistical outlier. Consequently any problem of a discontinuity detection can be reformulated
as a statistical problem of outlier detection. The sections hereon can be viewed as one
application of the general results of this section, wherein a statistical parameter (OT) sensitive
to outlier data, is used to detect a discontinuity in images.

3. OT: Unbalanced histograms

In this section a general review of OT will be presented and an expression of OT for
unbalanced bimodal PDF will be developed for 1-Dimensional function, with a view to
accommodate the GMSS of a discontinuity. OT is statistically generated from a normalized

Fig. 4. Schema: Otsu’s Threshold (which maximizes the Between Class Variance) in a
histogram.

histogram with M bins corresponding to M gray levels in an image (Figure 4). Each bin
represents the percentage of the pixels in the image with corresponding gray level. This
normalized histogram is bifurcated into two classes C0 and C1 at a hypothetical threshold
(k). The hypothetical threshold (k), Means (μ0, μ1) and Standard Deviations (σ0, σ1) of two
classes are shown in Fig 4. The maximum of Between Class Variance (BCV) determines the
appropriate threshold (OT). BCV νB is defined by 23:

νB = ω0(μ0 − μT)
2 + ω1(μ1 − μT)

2

where
(23)

ω0 =
k

∑
i=0

pi, ω1 =
M

∑
i=k+1

pi

0thorder Cumulative Moment for C0 and C1

(24)

μT =
M

∑
i=0

ipi, γk =
k

∑
i=0

ipi

1st order Cumulative Moment up to M and k

(25)
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μ0 =
γk
μT

, μ1 =
μT − γk

μT

Mean Gray Levels for C0 and C1 respectively
(26)

pi =
ni
NT

: Normalized probability at gray level i

ni, NT : No of pixels at gray level i, Total pixels
(27)

Theorem 6. OT (which maximizes BCV) is obtained at gray level (k*) defined by:

k∗ =
μ0 + μ1

2
(28)

Proof. Differentiate νB (23) with respect to gray levels (k) and equate to zero. For details see
Lin (2003).

The proof (Lin, 2003) is for histograms, but the results can easily be generalized to continuous
PDFs. One solution of Theorem 6 is when the OT exists at the function/image mean.

Corollary 1. The maximum of BCV is obtained at the image mean ( μT) if and only if the
probabilities of the two classes are equal:

k∗ = μT ⇐⇒ ω0 = ω1 = 0.5 (29)

Proof (If). Substituting ω0 = ω1 = 0.5 in μT (25):

μT = μ0ω0 + μ1ω1

μT = 0.5μ0 + 0.5μ1

μT = k∗ from (28)

Proof (Only if). Equating μT (25) to k∗ (28).

μ0 + μ1
2

= μ0ω0 + μ1ω1

substituting ω0 = 1 − ω1 from (24)

ω0 = ω1 = 0.5

Corollary 1 allows analysis of the OT in terms of the function/image mean, without
constructing a PDF/histogram. Some of the plausible distributions mentioned by Lin (2003)
where Corollary 1 is applicable are unimodal, perfectly balanced bimodal and unbalanced bimodal.
Corollary 1 can be tailored to a PDF containing two linearly separable classes with unbalanced
probabilities (Figure 5). This is done with a view to develop an expression for OT, applicable
to the PDF of a Gaussian function.

Let a random variable Q = {q ∈ (0, qend)} with PDF fq(q) be composed of two populations
(NC, IC) which are linearly separable at (q = ψ) having distributions fnc(q) and fic(q)
respectively, such that
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Fig. 5. OT Schema: (Left) Symmetric PDF and (Right) Unbalanced dual-class PDF (larger
class is Symmetric about its mean)

fq(q) =
{

mnc fnc(q) i f q < ψ
mic fic(q) else

}
where

a. ψ ∈ (0, qend)
Point of linear separation of two classes

b. mic =
qend − ψ

qend
, mnc =

ψ

qend
Probabilities of the two classes

c. μic, μnc
Averages of the two classes

d. mic << mnc
PDF is Unbalanced

e. μicmic + μncmnc = μT
Average value of the variable q

f. μic > μnc
Order of classes

g.
fnc(μnc − q) = fnc(μnc + q)
∀(q < μnc) : fnc(q) �= 0

fnc(q) is symmetric about μnc

(30)

Equation (30) presents a PDF which is a super-set of the PDF of a Gaussian function with
following salient features:

1. It is unbalanced.
2. It is not strictly Bimodal, but accommodates bimodal PDFs.
3. Has an additional requirement of symmetry of the first mode about its mean, which

is satisfied by a Gaussian function’s PDF under limiting conditions (proof follows in
Corollary 2).

Theorem 7. For a PDF of the kind (30), the OT is given by:

k∗ = μnc + mic(μic − μnc)
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Proof. First consider that the PDF consists of only NC, i.e:

( fq(q) = fnc) ⇐⇒ (ψ = qend, μT = μnc and mic = 0)

The probability of two halves of the PDF separated at a mean value (k∗ = μT) is (ω0 = ω1 =
0.5) (Figure 5 Left). Therefore from Corollary 1:

k∗ = μnc = μT (31)

If class (ic) with a very small probability (mic << mnc) is added to this distribution (Figure 5
Right), then the OT and the PDF mean (μT) will change slightly, because for a very small
change in μT , applicability of Corollary 1 will persist (Lin, 2003):

k∗ = μT = mncμnc + micμic

= μnc + mic(μic − μnc)
(32)

Fig. 6. Schematic illustration of two sets of classes :(C0 and C1) and (NC, IC) in an
unbalanced PDF.

Schematic illustration of two sets of classes as discussed so far: (C0 and C1) and (NC, IC) in
an unbalanced PDF is shown in Fig 6. The First set (IC and NC), appears as two separate
distributions in the PDF. The second set of classes (C0 and C1) exists due to the hypothetical
bifurcation of the PDF at OT. Equation (30) imposes less rigorous conditions for application
of Theorem 7 for unbalanced PDFs as compared to (Lin, 2003). The PDF need not be strictly
bimodal as long as it is unbalanced and the larger class (NC) is symmetric about its mean. In
the next section, Theorem 7, will be adapted specifically for the PDF of a Gaussian function.
The unique inverse J Shape (Figure 3) of the PDF of the Gaussian function implies that the PDF
is concentrated around a value of zero. Thus by providing a rigorous definition of zero ε and
its associated spatial domain (δ(t)), following simplifications of Theorem 7 can be achieved:

1. Definition of point ψ in (30) and consequently linear separation of the PDF of the Gaussian
Function into IC and NC.

2. Expressions for average values and the probabilities of the two classes IC and NC.
3. Proof of PDF’s i.e. unbalance mic << mnc.
4. Elimination of need to prove symmetry of bigger class (NC). Proof is provided in the next

section.
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4. OT for a Gaussian function

Formal definition of zero (ε) and the corresponding spatial domain δ(t), is obtained from
Cauchy’s Epsilon-Delta (ε, δ(t)) definition (Felscher, 2000) as applied to limit of G(x; t) when
x → ∞.

Theorem 8. If (ε, δ(t) ∈ �+) represent the real and positive upper bounds of error, for the
Gaussian function (G(x; t)) and the associated spatial variable (x) respectively, where ε can be
made infinitesimally small and δ(t) depends continuously on ε and scale (t), then the limit of
the Gaussian function when x → ∞ is given by:

Lt
x → ∞ G(x; t) = 0 (33)

Alternatively for a given ε and a scale (t) there exists a δ(t), such that for all x belonging to
the interval (‖δ(t)‖ , ‖∞‖], the Gaussian function takes a value less than ε:

∃δ(t) : ∀x ∈ (‖∞‖ > ‖x‖ > ‖δ(t)‖) ⇒ ‖G(x; t)‖ < ε (34)

Proof. It is trivial to show from the definition of G(x;t) (1), that for a given ε following value
of δ(t) provides the interval (‖δ(t)‖ , ‖∞‖] for which (G(x; t) < ε):

δ(t) =
√
−t loge (2πtε2) (35)

Magnitude (A) instead of unity, will change (35) to:

δ(t) =

√
−t loge(

2πtε2

A2 ) (36)

Graph of δ(t) from (36) at various ratios of (ε/A) for a Step Discontinuity is shown in Figure 7.

Fig. 7. Graph of δ(t) from (36) at various ratios of (ε/A) for the GMSS of a Discontinuity.

The graphs show that a maximum exists in each plot. At this point IC and NC can be defined
in the context of the Gaussian Function with the help of ε.
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Fig. 8. GMSS of a Unit step (Gaussian) function along with various parameters of IC and NC.

4.1 Definition and statistics: IC and NC

Definition 1. Interface Class (IC) at scale (t) is defined as the spatial domain of the Gaussian
Function where the value of the Gaussian Function is greater than the upper bound of error
(ε).

IC(t) = {x ∈ N : G(x; t) > ε} ⇒
IC(t) = {x ∈ N : x < δ(t)} (37)

Definition 2. Non-interface Class (NC) at scale (t) is defined as the spatial domain of the
Gaussian Function where the value of the Gaussian Function is lesser than or equal to the
upper bound of error (ε).

NC(t) = {x ∈ N : G(x; t) ≤ ε} ⇒
NC(t) = {x ∈ N : x ≥ δ(t)} (38)

Figure 8 depicts the two classes IC and NC in the context of a Gaussian Function. Based on
the above definitions the statistics of IC and NC can be determined.

Class Statistic

NC Mean: μnc(t) = 0

Probability: mnc(t) =
N − δ(t)

N

IC Mean: μic(t) =
1

δ(t)

∫ δ(t)

0
G(x; t)dx

Probability: mic(t) =
δ(t)
N

(39)

4.2 Applicability of theorem 7

Corollary 2. Bifurcating the Gaussian function (G(x; t)) or it’s PDF ( fg(g)) at (ψ = ε), results
in two classes IC and NC such that:
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1. Two classes have an unbalanced probability.

P[g < ε] >> P[g ≥ ε] (40)

2. The larger class NC can be assumed to be symmetric about its mean μnc

Proof (Unbalance). Since G(x; t) provides a one to one, monotone mapping from x to g and x
is uniformly distributed over the interval (0, N : N → ∞), therefore the ratio of probability of
NC to IC is given by:

P[g < ε]

P[g ≥ ε]
=

P[x > δ(t)]
P[x ≤ δ(t)]

=
Lt

N → ∞
N − δ(t)

δ(t)
>> 1 (41)

Proof (Assumption of Symmetry of bigger class). The domain g < ε of the NC in the PDF is
infinitesimally small, lesser than the upper bound of error and consequently immeasurable.
The PDF of (NC) can be computed by applying the limits (g → 0+) to (5).

Lim

(g → 0+)
fg(g) =

Lim

(g → 0+)
t

Ng
√
−t loge (2πtg2)

=

√
t

N
Lim

(g → 0+)
1/g√

loge (2πtg2)−1
(42)

Equation (42) is of the form ( ∞
∞ ), therefore a simplification of (42) is possible by the application

of L’Hopital’s Rule, i.e. differentiating both the numerator and the denominator w.r.t (g).

√
t

N
Lim

(g → 0+)

d
dg (

1
g )

d
dg (

√
loge (2πtg2)−1)

=

√
t

N
Lim

(g → 0+)

√
loge (2πtg2)−1

g
= ∞ (43)

Since the PDF ( fg(g)) has a value of infinity in an infinitesimal interval (g < ε), therefore the
PDF in the interval (g < ε) can be approximated by a Dirac Delta. The Dirac Delta is the
limiting case of the Symmetric Gaussian Function (with zero standard deviation), therefore
assumption of symmetry of the PDF of the NC is justified.

Corollary 2 implies that Theorem 7 is applicable for a Gaussian function where the IC and NC
are separated at a Gaussian value (G(x; t) = ε) or at equivalent space coordinate (x = δ(t)).

Theorem 9. The OT, for the GMSS of a step function is given by:

k∗(t) = 1
N

Er f [δ(t)] where Er f [δ(t)] =
1√
π

∫ δ(t)

0
e−p2

dp (44)

Proof. Replacing (μnc(t) = 0) from (39) in Theorem 7:

k∗(t) = mic(t)μic(t) (45)

Substituting μic(t) and (mic(t)) from (39) and (G(x; t)) from (1) into (45) and solving:

k∗(t) = δ(t)
Nδ(t)

∫ δ(t)

o

e− x2
2t√

2πt
dx =

1
N

Er f [δ(t)]
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Plots of OT and δ(t) from Theorem 9 at various ratios of (ε/A) are shown in Figure 9. Both
the plots (k∗(t), δ(t)) contain a maximum, which can also be verified by differentiating (44)
and (36) w.r.t scale (t).

Fig. 9. Comparative Graphs of OT [k ∗ (t)] and [δ(t)] against Scale at various ratios of ε/A.

5. OT for continuous functions

Theorem 10. The OT for the GMSS of a continuous signal is monotonically decreasing i.e.

k∗(t) > k∗(t + Δt) ∀ Δt > 0 (46)

Proof. Due to the Central Limit Theorem, the PDF of the GMSS of a continuous function can
be approximated by a normal (and consequently symmetric) distribution. Therefore from
Corollary 1:

k∗(t) = μT(t) and k∗(t + Δt) = μT(t + Δt) (47)

For continuous functions, the Maximum Principle is valid Gonzalez-Velasco (1995); Lindeberg
(1994); Widder (1975). Due to the Maximum principle the GMSS of the continuous function
(and its mean) will be monotonically decreasing with increase of scale (Babaud et al. (1986);
Lindeberg (1994; 1998)), i.e. :

μT(t) > μT(t + Δt) ∀ Δt > 0 (48)

Combining (47) and (48)
k∗(t) > k∗(t + Δt) ∀ Δt > 0

Comparison of Theorem 9 with Theorem 10 reveals the contrasting patterns for OT when
traced against scale:
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1. Transient Increase: When a discontinuity exists.
2. Monotone Decrease: When a function is continuous.

6. Heuristic and algorithm for simultaneous scale, threshold and discontinuity
detection

In this section, the theoretical results from non-discrete 1-Dimensional functions of the
previous sections will be applied to the analysis of discrete 2-Dimensional images. Specifically
the interface between the entities will be detected. The ideology underpinning this section is
that the edges in images can be broadly classified as

a. Boundary-Edges: These edges correspond to interface between two entities of a 3D physical
world, when projected onto the 2D image surface as a consequence of the process of
image capture (e.g. an edge located at the interface of foreground-background). Since
Boundary-Edges exist at the interface of heterogeneous surfaces or/and processes, the
discrete gradient (Sobel) of Boundary-Edges is computed from dissimilar neighborhoods
leading to a high intensity gradient and also spatial Scarcity, rendering Boundary-Edges
similar to IC of the 1D functions.

b. Non-Boundary-Edges: In contrast, the Non-Boundary-Edges owe their discrete gradient
computation to homogeneous neighborhood, resulting in low gradient and high spatial
probability which is similar to NC of the 1D functions.

This apparent similarity, has empirical support from contemporary literature (Bhanu &
Faugeras, 1982; Lin, 2003; Medina Carnicer & Madrid Cuevas , 2008; Rosin, 2001) wherein
existence of unbalanced histograms for the derivative of images have been reported. The
similarity of the histograms and the associated statistics (probability and mean) of IC and NC
with Boundary-Edges and Non-Boundary edges respectively, allows for the development of
a heuristic to extrapolate Theorem 9 and Theorem 10 for detection of Boundary-Edges. The
problem of Boundary-Edges identification can be subdivided into:

1. Finding the optimum Scale
2. Finding the optimum Threshold at the Scale
3. Locating the interface, as the discontinuity travels in scale-space (Lindeberg, 1994).

To locate the Boundary-Edges, the following heuristic has been evolved which identifies both
the scale and threshold appropriate to the interface using OT.

6.1 Heuristic

In the presence of an inflection in the plot of OT (calculated for the GMSS of an image) against
incremental scale, it can be assumed that a discontinuity due to a foreground-background interface
exists in the image. This discontinuity can be identified by thresholding the GMSS of the image at the
scale and OT corresponding to the upper point of inflection in the plot of OT.

Justification: There are three aspects of the Heuristic i.e. presence of discontinuity, appropriate
scale and appropriate threshold, which need to be justified individually:

1. Presence of a discontinuity: The presence of an inflection only in the presence of discontinuity
has been shown via Theorem 9 and Theorem 10 for functions with and without a
discontinuity respectively.
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2. Scale at upper point of inflection: There is no universally agreed definition of appropriate
scale; hence the justification of appropriate scale is qualitative rather than mathematical.
The upper point of inflection is the scale appropriate for the discontinuity owing to
following reasons:
(a) Lower point of inflection wrongly classifies the pixels as belonging to IC (Figure 10).

Hence for all scales lower than the lower point of inflection, false classification as IC is
a strong possibility.

(b) Experimentally and theoretically (most of the graphs of Figure 9), it has been observed
that often from the lower to the upper point of inflection there is only small difference
of scales. Hence attempting to locate the scale between the upper and lower points of
inflection is mostly futile.

(c) Scales greater than the scale at the upper point of inflection can give comparable results
for the discontinuity identification as the scale at upper point of inflection, but at some
scale greater than the upper point of inflection the IC will cease to exist. In the absence
of a priori information of this scale where IC ceases to exist, using a scale greater than
the one identified by the upper point of inflection, runs the risk of attempting to locate
IC at a scale at which the IC does not exist. Therefore the upper point of inflection is
the best scale for IC detection.

3. OT at upper point of inflection as the threshold:
(a) OT at the upper point of inflection has been chosen as the threshold as it corresponds

to the scale appropriate to the discontinuity.
(b) Minimum False positives: The upper point of inflection represents the highest

threshold intensity (utilizing OT in Scale-Space). Since the average value of the IC is
greater than the rest of the image, therefore the highest threshold results in lowest false
classification of the pixels as IC.

The application of the heuristics is demonstrated in Figure 10, wherein the Boundary-Edges
have been located by thresholding at scale and OT corresponding to upper point of inflection3.
Figure 10(a) depicts a synthetic image comprising of background only. A foreground is
added to the texture of Figure 10(a) as shown in Figure 10(c) resulting in Figure 10(b). OT
plotted against incremental scale for the GMSS of Figures 10(a) and 10(b) results in OT graphs
shown in Figure 10(d), wherein the plot corresponding to the background only image has
a monotonic decay in contrast to the image with a foreground which shows an inflection.
Thresholding the image with the foreground (Figure 10(b)) at scale and OT corresponding to
the upper point of inflection identifies the foreground-background interface.

6.2 Algorithm and results

Based on the Heuristic of the OT for discontinuity detection, a simple algorithm comprising
of following steps can locate Boundary-Edges in images Walia & Jarvis (2009):

3 The detection of the appropriate scale is not for a general discontinuity but conditional to the presence of
a specific discontinuity. The discontinuity should be due to interface and therefore have an unbalanced
histogram similar to the PDF in(30). The scale cannot be identified using the method presented here for
discontinuities which are not due to interfaces.
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(a) Syn 1: Background Only (b) Syn 2: Foreground present (c) Close Up of Syn 2

(d) Plots of OT for (a) and (b) (e) Segmentation: Lower
point of inflection

(f) Segmentation: Upper point
of inflection

Fig. 10. Illustration of Heuristic presented on Synthetic Images. (d) OT plots indicate a
monotonic decay and an inflection in the absence and presence of a foreground (and
consequent Boundary-Edge) respectively. (f) Upper point of inflection detects
Boundary-Edges.

Algorithm 1: Simultaneous detection of scale, discontinuity and threshold in images

Compute the Sobel derivative of the input image;
while Not end of Scale Range do

Convolve the Sobel derivative of the image, with a Gaussian Kernel of current scale;
Compute histogram;
Compute and record OT at current scale;

if Increment of OT in plot against scale exists then
Identify the (scale, OT) pair at which the OT attains a maximum;
Convolve the Sobel derivative of the input image with the scale identified;
Threshold at the OT identified ;

else
Output: No Discontinuity;

This chapter has discussed theoretical concepts behind the evolution of statistics of a
discontinuity. It is difficult to provide a comprehensive comparison between the Algorithm 1
and other contemporary research because usage of statistics of Scale-Space representation of
derivative of image/functions to identify discontinuity is a novel proposition. (Lindeberg,
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1998) has done extensive research in the 1990’s on automatic scale selection with applications
in edge detection which can be used to compare the theory presented in this chapter. The
differences with the approach of (Lindeberg, 1998) are :

1. Assumption of continuity of an edge in Scale-Space by Lindeberg. As a consequence
occasionally (Lindeberg, 1994) relies on maximum principle, which does not hold when
a discontinuity is present (Gonzalez-Velasco, 1995).

2. Lindeberg exploits individual properties (like edge strength, non-maxima suppression,
blob volume, scale-normalized gradient magnitude, directional derivatives etc) of local
spatial features (like blob, edge and ridge) in images, to rank and identify various features.
The theory and algorithm of this article utilize, the collective statistics of image/signal to
identify discontinuity and are therefore immune to errors (Walia & Jarvis, 2009) arising out
of local spatial considerations. Both the approaches have contextual relevance.

OT is a well known method for segmenting images and therefore provides a good benchmark
to compare the performance of the algorithm presented here. A comparison of the
segmentations based on Algorithm 1 with OT is shown in Figure 12. Algorithm 1 had scale
increments of 0.1, and histogram comprised of 255 bins. Figure 12 shows images having well
defined IC. When OT is applied at zeroth scale, the probability mic(0) of IC is very small,
therefore the OT instead of segmenting IC from NC, segments the NC at approximately the
mean of NC (μnc(0)). In comparison tracing the OT in the GMSS of the images, results in
identifying both the scale and threshold appropriate for identifying IC.

The images set used in Figure 12 originate from eclectic sources, without a ground truth so
a simple measure was chosen to compare Algorithm 1 with Otsu’s Algorithm (Otsu, 1979).
The thresholded results of the two algorithms were stored as binary images (Figure 11(b)
and Figure 11(c)). The difference in the number of positives (Figure 11(c)) between the
Otsu’s algorithm and Algorithm 1 expressed as a percentage of the total pixels in the image
determined the improvement in the boundary classification. The average improvement in
classification was computed for the dataset of images shown in Figure 12. Algorithm 1 had
on an average 31.3% better classification of the foreground-background boundary owing to a
reduction in false positives as compared to Otsu’s Algorithm.

(a) Input (b) Otsu’s Algorithm (c) Algorithm 1 (d) Eliminated False
positives

Fig. 11. Algorithm comparison: Number of eliminated false positives (d=b-c) expressed as a
percentage of the total pixels provides the improvement in boundary detection.
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Fig. 12. Segmentation comparison . Column 1 and 4: Images with obvious boundaries.(some
from Berkeley Dataset Martin et al. (2001)). Column 2 and 5:Thresholded by OT. Column 3 and
6: Thresholded at Scale and OT corresponding to inflection of OT.

224 Machine Vision – Applications and Systems



Discontinuity Detection From Inflection of Otsu’s Threshold in Derivative Of Scale-Space 21

7. Conclusion

Theoretical framework along with one application for characterization and identification of
a discontinuity in Scale-Space framework for the derivative of image/function has been
presented. This chapter shows that the PDF of the derivative of a discontinuity is unbalanced
and bimodal in Scale-Space. By taking the derivative of functions/images, the discontinuities
are formulated as outliers with higher average value and low probability. Since OT is a
statistical parameter sensitive to the outliers (smaller mode in bimodal distribution) in a
given data set, therefore it can detect and locate discontinuities. It is likely that many
statistical parameters sensitive to outliers would exhibit similar response to discontinuities
in scale-space.
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1. Introduction

Taking images of objects under different illumination and viewing directions and analyzing
them has long been an active research area in both machine vision and computer graphics.
While computer graphics aims to synthesize realistic images from abstract scene descriptions,
machine vision is concerned with the problem of deducing properties of a scene based on
its interaction with light. For this reason, many algorithms from both disciplines rely on an
accurate measurement and modeling of how light reflects off surfaces in a physically correct
way.

In this chapter we show how machine vision for automated visual inspection can greatly
benefit from reflectance measuring and modeling in the context of image analysis and
synthesis.

From the viewpoint of image synthesis, reflectance measurement and modeling of real-world
materials can be used to simulate machine vision systems by synthesizing images with
computer graphics. The design process of machine vision systems requires a lot of domain
specific experience and is also often based on the “trial and error” principle. Many aspects
have to be taken into account and often the construction of a prototype system is inevitable.
Finding the right camera position(s) and achieving a satisfying illumination of the inspected
objects and surfaces is a difficult process as well as the training of the classification and
decision algorithms. Simulation of machine vision systems using computer graphics can
support and shorten this process and even lead to better results than using a manual setup.

Traditionally, computer graphics systems are designed to create images that are presented to
human eyes. The goal is, to make the viewer judge the images as, e.g., believable, logical
or beautiful. But for machine vision systems, the physical credibility is the most important
factor. To achieve this goal, several areas of computer graphics have to be investigated under
the perspective, what is required to create synthetic images that can be used as ground truth
data for image processing, classification and decision algorithms?

Crucial parameters for machine vision systems are the reflection properties of the object
surfaces in the scene, which we will focus on in this work. Modeling, how light behaves
when it hits an object surface has been an important research area in computer graphics since
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the beginning. Measuring, e.g., the Bidirectional Reflectance Function (BRDF) of real world
materials and fitting the mathematical models to the data opened up the path to very realistic
looking images and also introduced more physical correctness to synthetic images.

We present a machine vision simulator that can create synthetic images showing the inspected
objects under varying perspectives and illumination conditions and compare them with
images captured using a real camera. The synthetic images and real world images are
compared on an image pair basis, but also the results of different image processing algorithms
applied to the images are investigated. To achieve a high degree of realism, we use camera
calibration to calculate the intrinsic and extrinsic parameters of the real camera and use those
parameters in the camera model of the simulator. Our simulator uses measured BRDF-values
applied to CAD models to achieve a high quality in simulating diffuse and specular behavior
for isotropic and even anisotropic materials.

From the viewpoint of image analysis, reflectance measurement is performed by capturing
illumination series. Illumination series are obtained by taking images of objects under
varying illumination directions providing the input for various machine vision algorithms like
photometric stereo and algorithms for image fusion. Since illumination series contain much
more information about the reflectance properties of the illuminated surface than a single
intensity image, they facilitate image analysis for defect detection. This is demonstrated by
means of a machine vision application for surface inspection.

However, capturing a large number of images with densely sampled illumination directions
results in high-dimensional feature vectors, which induce high computational costs and
reduce classification accuracy. In order to reduce the dimensionality of the measured
reflectance data, reflectance modeling can be used for feature extraction. By fitting parametric
models to the data obtained from recording illumination series, the fitted model parameters
represent meaningful features of the reflectance data. We show how model-based extraction
of reflectance features can be used for material-based segmentation of printed circuit boards
(PCBs).

2. Reflectance acquisition and modeling

2.1 Measuring reflectance

Over the last decades, many different setups and devices have been developed to either
measure the reflection properties of a material directly or to capture an image series and
derive the reflective behavior of the inspected material or a group of materials from them.
The approaches differ a lot in their mechanical, optical and electrical setup, depending on the
type of material and the material parameters to be acquired. They range from large outdoor
equipment and room-filling robot-based equipment to tiny handheld devices. Measurement
times can range from seconds to many hours. In the following, we’ll give an short introduction
on the different configurations known from literature and then present our own measurement
device.

Two main distinctions between the measurement setups can be made: First, how many pairs
of incident and outgoing angles of the light on a point on the sample surface are captured at
a time? And second, is only one point on the sample surface or multiple points measured?
Sampling of multiple points on the object surface is necessary to acquire an SVBRDF (Spatially
Varying BRDF) and BTF (Bidirectional Texture Function).
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2.1.1 Devices for measuring the reflectance properties of a material

One representative example in the field of the table based gonioreflectometers is the work
of Murray-Coleman & Smith (1990), who designed a gonireflectometer with a single light
source and one detector movable along arcs in the hemisphere above a rotatable sample area.
Similar did White et al. (1998) with improved accuracy. To capture the reflection for more than
one angle pair at a time, curved mirrors are widely used, like in the works of Ward (1992),
Dana (2001), Ghosh et al. (2007), Mukaigawa et al. (2007). To add more mechanical degrees
of freedom in the positioning of the material probe, robot arms have been used, e.g., Dana
et al. (1999), Sattler et al. (2003), Hünerhoff et al. (2006). Debevec et al. (2000) constructed a
light stage with multiple light sources and cameras at fixed positions to acquire the reflectance
field of a human face. Wrapping the material probe around a cylinder, Marschner et al. (2000)
simplified the mechanical BRDF measurement setup to measure isotropic BRDFs. Ngan et al.
(2005) extended this setup making the cylinder itself rotatable to also measure anisotropic
BRDF. Gardner et al. (2003) developed a linear, tabletop scanner-like device to caputure the
spatially varying BRDF of a material. An interesting work, that shows how to capture SVBRF
and BTF without mechanically moving camera and light source by using a kaleidoscope is the
one by Han & Perlin (2003). Using an array of 151 digital cameras arranged in form of a dome
above the material sample, Mueller et al. (2005) presented their measurement device, similar
to Malzbender et al. (2001). With the goal of developing a small handheld device to measure
BRDFs, Ben-Ezra et al. (2008) created an LED based device using the LEDs as lightsource and
detector. More camera based handheld devices to measure SVBRDFs were presented by Dong
et al. (2010) and Ren et al. (2011). Measuring reflectance is also an interesting topic for other
research areas. A large outdoor field goniometer to capture the BRDF of earth and plants
for remote sensing applications was presented by Sandmeier (2000). Jackett & Frith (2009)
designed a device to measure the reflection properties of road surfaces to improve the safety
and sustainability of road lighting.

2.1.2 Devices for capturing illumination series

F

Fresnel Lens

Projector

Camera

Parabolic Reflector

Fig. 1. Device for variably illuminating an object from different directions. A digital LCD
projector, a Fresnel lens, a parabolic reflector with a center hole and a digital camera are
aligned along their optical axes. By placing the optical center of the projector at the focal
point of the Fresnel lens, all emitted light rays intersect at the focal point F of the reflector.
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Fig. 2. (a) Illumination pattern used in our experiments. The circular illumination spot is
parametrized using polar coordinates r and ϕ. The pole of the coordinate system is aligned
with the focal point F of the parabolic reflector. (b) Projecting the illumination pattern from
Figure (a) with the illumination device shown in Figure 1 approximates a distant
illumination whose direction is described by the azimuthal angle ϕ and polar angle θ with
origin F. The relationship between the illumination pattern and the illumination direction is
given through Equation (1).

Closely related to the approaches described above to measure reflectance functions of material
samples are devices to record images of a scene as a whole under varied illumination
directions. In the field of machine vision, this set of images is commonly referred to as
illumination series (Puente León (1997); Lindner & Puente León (2007)). In the following, we
present an acquisition device to capture illumination series of small objects. The proposed
illumination device is shown in Figure 1. The optical components are: a digital LCD projector,
a Fresnel lens, a parabolic reflector with a center hole and a digital camera. All components
are aligned along their optical axes.

The projector serves as programmable light source, which allows to control the relative
radiance along the emitted light rays independently. Assuming a pinhole model for the
projector, each projector pixel can be thought of as the source of a single ray of light that
emanates from the optical center of the projector. By placing the projector at the focal point of
the Fresnel lens, the light rays are collimated by the lens and converge at the focal point F of
the parabolic reflector. As a consequence, the illumination direction of light rays incident to
the focal point F can be controlled by projecting spatially-varying illumination patterns.

To image objects under different illumination directions, the object is placed at the focal point
F of the parabolic reflector and the reflected radiance is captured by the camera attached
to the center hole of the reflector. Although the proposed illumination device allows to
project arbitrary complex illumination patterns, in our first experiments we consider a simple
binary illumination pattern depicted in Figure 2. The illumination pattern consists of a single
fixed-size circular spot of white pixels with all other pixels being black. Due to the spatial
extent of the illumination spot, the illumination pattern leads to a bundle of light rays rather
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Fig. 3. Projected ray bundle reflected at the surface of the parabolic reflector. A thin wax layer
is used to roughen the specular surface of the reflector in order to obtain a diffuse directed
reflection and to broaden the illuminated area size at F.

than a single ray. However, each individual light ray of the bundle follows the laws of
reflection and refraction and hence a cone-shaped illumination is incident to F (see Figure
3).

By establishing a Cartesian coordinate system with its origin at the focal point F of the
parabolic reflector and its Z-axis aligned with the optical axis of the device and pointing into
the direction of the camera, we are able to parametrize the illumination pattern and so the
resulting illumination direction incident to F as depicted in Figure 2. The position of the
illumination spot is considered in the X-Y-plane and can alternatively be represented by its
radial coordinate r and angular coordinate ϕ in polar coordinates. The resulting illumination
is then described by the illumination vector L(ϕ, θ), which points in the direction of the
cone-shaped illumination. The angular coordinates of L(ϕ, θ) are derived as follows: the
azimuthal coordinate ϕ equates the angular coordinate of the illumination pattern and the
polar coordinate θ is determined by

θ := arctan
4 f r

4 f 2 − r2 , (1)

where f denotes the focal length of the parabolic reflector.

Note that given highly accurate optical components and a perfectly calibrated setup, all
emitted light rays by the projector would intersect at a small point at the focus F of the
parabolic reflector. Clearly, this is not practical for illuminating objects with spatial extent.
Moving the test object slightly behind or in front the focal point would result in a spatial
extension of the directed illumination, however, as consequence, the position of the incident
illumination will vary dependent on its direction. To account for this problem, we use a
parabolic reflector that is not perfectly specular, having instead a matte surface appearance.
Hence, the specular reflection at the reflector surface becomes partly diffuse and the incident
ray bundles from the projector are reflected in a small solid angle toward the focal point F.
This results in a broadening of the area for which the direction of the incident illumination
can be varied. To enhance this effect, we use wax based transparent dulling spray to coat
the surface of the reflector in order to further increase the diffuse component of the reflection
(see Figure 3). However, care must be taken to keep the proportion between diffuse and
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specular reflection right, since the wax coating can cause undesirable interreflections and,
as consequence, the directional property of the illumination decreases. By applying the
dulling spray in a thin layer, we yield a circular area of radius ≈ 15 mm around F of nearly
homogeneous irradiance for which we can control the direction of the illumination. In a
similar approach in Peers et al. (2006), heated acrylic is used to roughen the texture of a
hemispherical mirror in order to obtain a more diffuse reflection. Another way to solve the
problem of inhomogeneous illumination is to use prospective shading correction techniques
as employed by Jehle et al. (2010).

2.2 Modeling reflectance

A lot of research work has been published in the field of modeling reflectance. It was
soon recognized in the early days of computer graphics that the way light reflects off a
surface is a key point in calculating light paths through a scene. Most of the models were
invented to reproduce the appearance of a material, that existing models could not model
well enough by that time. The models have been designed taking into account or neglecting
some physical constraints, e.g., energy conservation, helmhotz reciprocity, polarization or
sub-surface scattering. Often, they are a trade-off between being intuitive, accurate and
computationally demanding.

2.2.1 Analytical models

Torrance & Sparrow (1967) laid a cornerstone for analytical models with their work about
surfaces consisting of small microfacets. Modeling the geometry of those microfacets and
their distribution was subject of many follow-up works, like Blinn (1977) who combined this
theory and the ideas of Phong (1975). Cook & Torrance (1982) suggested a reflection model
based on their previous work and added a Fresnel term to better model effects that appear
at grazing angles and also models the dependency of reflection on the wavelength. Kajiya
(1985) developed an anisotropic reflection model for continuous surfaces directly based on the
Kirchhoff approximation for reflection properties of rough surfaces. In their work, Poulin et al.
(1990) modeled anisotropy by using small cylinders. Hanrahan & Krueger (1993) presented
work on modeling complex reflection due to subsurface scattering in layered surfaces. To
reduce the number of coefficients in the previous physically based models, Schlick (1994)
proposed his rational fraction approximation method. Oren & Nayar (1994) suggested to
model rough surfaces through small Lambertian faces. Ashikhmin et al. (2000) presented
a BRDF generator, that can calculate a BRDF based on a general microfacet distribution.
Recently, Kurt et al. (2010) suggested a new anisotropic BRDF model based on a normalized
microfacet distribution.

Other analytical reflection models have also been built upon the theory of physical optics, like
in the work of He et al. (1991), which was extended to also model anisotropy by Stam (1999).

2.2.2 Empirical models

The empirical model most known in the world of computer graphics is the model proposed by
Phong (1975) and improved by Lewis (1994) to increase physical plausibility. Neumann et al.
(1999) combined it with parts of analytical models and derived their own BRDF model for
metallic reflection. Ashikhmin & Shirley (2000) extended the model to also model anisotropic
behaviour. A widely known work in modeling anisotropic reflection is Ward (1992). Other
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approaches purely focus on finding a mathematical representation for the shape of a material’s
BRDF. So did Schröder & Sweldens (1995) with wavelets, Sillion et al. (1991) and Westin et al.
(1992) with sherical harmonics, Koenderink et al. (1996) with Zernike polynomials, Lafortune
et al. (1997) with a set of non-linear primitive functions, Kautz & McCool (1999) with separable
approximations based on singular value decomposition and normalized decomposition,
Lensch et al. (2001) by expressing a spatially varying BRDF through a linear combination of
basis functions achieved by analyzing the SVBRDF of multiple measured materials which in
turn inspired Matusik et al. (2003) to derive their data-driven reflectance model based on the
measurements of more than 130 real world materials. Another work in the area of data-driven
reflectance models is Dong et al. (2010), who present an SVBRDF bootstrapping approach for
the data aquired using their own handheld measurement device to speed up the aquisition
and processing of material properties significantly.

2.2.3 Model fitting

One question, that has been a challenge to many authors in the field of modeling reflection is:
How can an analytical or empirical model be fit to the measured BRDF data of a material? In
the following, we’ll give a short description on the fitting process of the Lafortune reflection
model and refer the reader to the original publications for further details. Lensch et al. (2001)
defined the isotropic version of the Lafortune model with multiple lobes to be fitted in the
following form:

fr(û, v̂) = ρd + ∑
i
[Cx,i(uxvx + uyvy) + Cz,iuzvz]

ni (2)

with û, v̂ being light and viewing directions, ρd denoting the diffuse component. Cx, Cz define
the direction of the lobe i, n denotes the width of the lobe. A widely used method in the
literature to perform a non-linear optimization to fit the model parameters to approximate the
measured BRDF data (Lafortune et al. (1997)) or sampled radiance (Lensch et al. (2001)) is to
use the Levenberg-Marquardt algorithm (Marquardt (1963))and to define the error between
the model prediction and the measured value for a given light and view angular constellation
as the objective function to be minimized. The objective function proposed by Ngan et al.
(2005) is the mean squared error between the model value for a given parameter vector and
the measured value.

3. Applications of reflectance measurements and models in machine vision

3.1 Synthetic ground truth data for machine vision applications

Design, prototpying, testing and tuning of machine vision systems often requires many
manual steps, time and domain specific knowledge. During the development phases of
such a system, the use of computer graphics and computer generated synthetic images can
simplify, speed up and improve this process. Different aspects of such a simulation system
were also subject of related work, e.g. Reiner et al. (2008) focused on modeling different real
world luminainares, Chessa et al. (2011) proposed a system for creation of synthetic ground
truth data for stereo vision systems using virtual reality technology. In contrast to this related
work, our work mainly deals with modeling the reflectance properties of materials as good as
possible by using the methods described in Section 2.2. Simulating object surface appearance
correctly under different viewing and illumination conditions is one of the fundemental
requirements to such a simulation system to be able to create ground truth data for machine
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vision applications. In the following we will demonstrate the benefits of using synthetic
images in the process of developing a machine vision system.

3.1.1 Scene modeling

Using computer graphics, not only the objects to be inspected can be modeled, but also the
whole scene including lightsources and camera(s). For the positioning of the camera(s) in
the scene, it is important to know, if all necessary parts of the objects to be inspected are
inside the field of view of the camera and are also not blocked by other objects or the object
itself (Khawaja et al. (1996)), e.g., for inspection of threads. Adding such a constraint to the
optimiziation process of the system, many mechanically possible setups can be omitted in
an early design phase. Figure 4 shows the scene preview of our simulation software. In
real world applications, the positioning of camera and illumination is often constrained by
mechanical limitations as part of a production line or by other parts of the machine vision
system, e.g., housings to block extraneous light, which can also be included in the simulation.

(a) (b)

Fig. 4. (a) Preview of the whole scene (b) Camera view. The red area marks the edge of the
housing that blocks parts of the object from being visible.

3.1.2 Automated creation of synthetic image series

A major advantage of using simulation for the development of a machine vision system is the
possibility to automatically simulate known variations of the scene and the objects as shown
in Figure 5. One can imagine, that the combination of possible camera-, illumination- and
object variations leads to an enourmous number of system conditions to be evaluated to find
the optimal setup. Building a prototype system to check all of them would be a long lasting
procedure and, due to mechanical restrictions in positioning of the components, it would be
very hard to create reproducable results. Here we see a great potential to use the power and
flexibility of computer graphics to simulate these variations and on the one hand, provide
valuable information to the machine vision expert, on the other hand automatically optimize
the system configuration based on objective functions.
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(a) (b) (c) (d)

Fig. 5. Series of synthetic images of an assembly under fixed illumination and moving
camera. The Phong reflection model was used with different parameters for the parts of the
assembly.

3.1.3 Techniques for creation of synthetic images

Traditionally, there have been two major groups of techniques to render images in computer
graphics. The aim of the first group is to create images at high framerates, required for
interactive applications like CAD or computer games. They make heavy use of the increasing
power of graphics processors. The aim of the second group is to create images as photorealistic
as possible by implementing highly sophisticated algorithms for light propagation in a scene,
e.g. Monte-Carlo sampling. We propose a dual approach as shown in Figure 6, sharing
a common scene data format to switch between the two modes of rendering if required.
This approach makes it also possible to use the real-time image creation part to simulate a

Fig. 6. Dual approach to create synthetic images including a comparison with real world
images based on a common scene data format.

live virtual camera for a machine vision system as well as photorealistic rendering for an
accurate prediciton of the pixel values in the real camera image. The scene data format we
use is the one of the digital asset and effects exchange schema COLLADA (www.collada.org).
This XML-based format allows us to store required data about the whole scene in a single
file, including 3D models, textures, reflection model parameters, camera and lightsource
parameters. It can also be used to store multiple scenes and their chronological order to be
converted into frames during rendering. A core feature of COLLADA, which we make use
of, is the possibilty to store properties of material appearance in many different ways, from
reflection model parameters to shader code fragments.
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Our real-time rendering application is also used as a scene composer and editor and is based
on the open source scene graph framework OpenSceneGraph (www.openscenegraph.org). Our
dual approach is designed and implemented as follows: Our simulation system expects CAD
models of the workpiece(s) as a basic input of the simulation to have knowledge of the
dimensions with high accuracy. To be imported by our real-time simulation application, the
CAD models are converted into meshed models. This is either done by export-filters of the
CAD application or by using the finite element tesselation tool gmsh (www.geuz.org/gmsh).
The real-time application is then used to compose the desired scene consisting of camera(s),
illumination and one or more models and assigning material properties to the models with
immediate display of the rendering result. To simulate light propagation in the scene more
accurate, especially for inner- and inter-object light ray tracing, the scene can be exported into
a COLLADA file and then loaded in any other rendering application that supports this format.
In our experiments, we used the open source software Blender (www.blender.org) to test this
functionality.

3.1.4 Using synthetic images for algorithm parameterization

An additional usage of synthetic images in machine vision applications is the creation of
large sets of samples to choose and parameterize the processing algorithms appropriated
for the desired application. There are many different scenarios for this process. They range
from simply supporting machine visions engineers during their system design phase through
providing them a first impression on how the camera view on the scene will look like in
the final application to an in-depth performance analysis of an image processing algorithm
by calculating the error between the ground truth data and the processing result of the
algorithm. The scope of this feature is to also create sample images, that may occure very
rare in reality, but should still be covered by the processing algorithm or at least, should not
lead to a false decision or system failure. Figure 7 demonstrates this idea by an example of
an edge detection algorithm. The algorithm is parameterized by processing an image series
of the workpiece to be detected under various lighting conditions. For this example, we
defined two metrics as input for the optimization process. The first one was the total number
of detected edge pixels inside the regions of interest. The second one was the distance of
the edge pixels from a straight line determined by using linear regression. As parameters
of the edge detector to be optimized the gray levels thresholds around an edge pixel are
choosen. To aquire the intrinsic and extrinsic camera parameters of the experimental setup, a
camera calibration was executed. We used the publically available Camera Calibration Toolbox

Fig. 7. Edge detection on a synthetic image (left) and a real image (right).
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for MATLAB (www.vision.caltech.edu/bouguetj/calib_doc) for this calibration. The material
parameters of the workpiece were aquired by using a robot-based gonioreflectometer at our
institute which was also used to measure the LED spotlight parameters. Finally, the algorithm
performance was then tested on a real workpiece that was manufactured after the CAD model
to verify successful parameterization as shown in Figure 6.

3.2 Using reflectance features in automated visual inspection

3.2.1 Illumination series in machine vision

The choice of an appropriate illumination design is one of the most important steps in creating
successful machine vision systems for automated inspection tasks. Since in image acquisition
all information about a scene is encoded in its exitant light field, the incident light field
provided by the illumination must be able to reveal reflectance features of the test object that
are relevant to the inspection task. The relationship between incident and extant light field is
described by the scene’s reflectance field (Debevec et al. (2000)) which models light transport of
a scene in a global manner.

For many inspection tasks it is difficult or even impossible to find a single optimal illumination
condition and therefore, inspection images under multiple different illumination conditions
have to be evaluated. In a widely used technique, inspection images are captured under
directional light from different directions which yields a so-called illumination series of the
object (see Section 2.1.2 ). Thus, recording an illumination series corresponds to sampling the
reflectance field of the scene.

In the field of automated visual inspection, the acquisition and evaluation of illumination
series have been studied and applied to solve difficult surface inspection tasks. Puente León
(1997) proposed an image fusion algorithm to compute images with maximal contrast from
an illumination series. To this end, an energy functional is introduced and minimized which
specifies the desired requirements on the image fusion result. Lindner & Puente León (2007)
proposed several methods for surface segmentation using varying illumination directions and
demonstrated the superiority of illumination series over a single image. For this purpose,
different reflectance features are extracted for each pixel and used for unsupervised clustering.
With this approach, a wide variety of textures on structured surfaces can be segmented. Grassi
et al. (2006) used illumination series to detect and classify varnish defects on wood surfaces.
By constructing invariant features, good detection and classification ratios can be achieved.

In order to segment images into material types, Wang et al. (2009) used illumination series
acquired with a dome providing lighting from many directions. A hemispherical harmonics
model is fit to the measured reflectance values and the model coefficients are used to train a
multi-class support vector machine. To account for geometric dependencies on the measured
reflectance, photometric stereo is applied to estimate the surface normal at each pixel and to
transform the measurements to the local surface reference frame. Jehle et al. (2010) used a
random forest classifier to learn optimal illumination directions for material classification by
using embedded feature selection. For illumination series acquisition, an illumination device
very similar to the one presented in this chapter is used. However, our device, developed
independently, differs in the wax coating of the parabolic mirror to obtain a homogeneous
illumination of the test object.
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(a) (b)

Fig. 8. (a) Illumination series of a coin for various illumination directions. (b) Reflectance
functions at different pixel locations. The upper two reflectance functions depict the
illumination-depend appearance of two surface points with similar surface geometry. The
lower reflectance functions correspond to a surface edge (left) and shadowed surface point
(right), respectively.

3.2.2 Acquisition of reflectance features

The illumination device introduced in Section 2.1.2 is used to capture images of small test
objects under varying illumination directions. For this purpose, the illumination pattern
shown in Figure 2 is projected for different r and ϕ so that we get equidistant illumination
directions L(ϕ, θ) along the angular domains ϕ ∈ [0, 2π) and θ ∈ [θmin, π). Note that due to
the position of the camera, the polar angle θ is limited to θmin to prevent a direct illumination
of the camera. Since the spatial extend of the objects to be illuminated is small (≈ 15 mm)
compared to the diameter of the parabolic reflector (600 mm), we make the approximation that
the projection of the illumination pattern emulates a distant point light source. This means, for
each scene point the illumination originates from the same direction with the same intensity.
As consequence, a single-channel image can be written as mapping

g : Ω × Ψ → R+
0 , (3)

where Ω ⊂ Z2 is the domain of pixel positions and Ψ = [0, 2π) × [θmin, π) the space of
illumination parameters. Debevec et al. (2000) refer to g as the reflectance field of a scene, which
describes the optical response of a scene illuminated by a distant light source. By varying the
illumination direction and capturing n images g(x,ωi), we obtain an illumination series

S := {g(x,ωi), i = 0, . . . , n − 1} , (4)

where x ∈ Ω denotes the pixel location and ωi ∈ Ψ describes the illumination direction
incident on the object. Therefore, the illumination series S can be considered as samples of the
mapping g with respect to parameter space Ψ. In Figure 8(a), a small image series of a coin
for various illumination directions is shown. By considering a fixed pixel location x0 in Ω, the
reflectance function

rx0 (ωi) := g(x0,ωi), i = 0, . . . , n − 1 (5)

can be defined, describing the illumination-dependent appearance at individual pixels.
Figure 8(b) shows reflectance functions for different pixel locations in the coin image series.
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(a) (b)

Fig. 9. Visual comparison of hand-labeled ground truth and results obtained by anomaly
detection. (a) Color image of a textured plastic surface under diffuse illumination. However,
in our experiments we use illumination series of grayscale images without color or spectral
information. Different types of surface defects are marked and labeled by hand:
(1) Scratches, (2) paint stain, (3) groove, (4) dent. (b) RX anomaly detection applied to an
illumination series of the same textured plastic surface (γ = 0.95).

Note that the reflectance function is specified in an image-based coordinate frame, i.e., it
includes non-local and geometry-induced illumination effects like the foreshortening term,
interreflections and self-shadowing. As consequence, rx0 (ω) can be considered as a 2D slice
of the so-called apparent BRDF (Wong et al. (1997)).

3.2.3 Reflectance features for unsupervised defect detection

In the following, we present an approach to unsupervised defect detection using illumination
series. In automated visual inspection, collecting labeled training data is often expensive or
difficult, because defects are not known a priori. However, in many cases it can be assumed
that defects are rare and occur with low probability compared to the nominal state of the
inspection task. This is especially true for the appearance of defects under varied illumination
directions and hence for the reflectance function of defective surface regions.

In order to detect defects by their illumination-dependent appearance in an unsupervised
manner, we apply the RX anomaly detector developed by Reed and Yu (Reed & Yu (1990)) to
illumination series. The RX detector assumes a Gaussian data distribution and is widely used
in hyperspectral image analysis to detect regions of interest whose spectral signature differs
from the Gaussian background model without a prior knowledge. Applied to illumination
series, the RX detector implements a filter specified by

δRDX(x) = (rx(ω)−μ)TC−1(rx(ω)−μ) , (6)

where μ ∈ Rn is the sample mean and C ∈ Rn×n the sample covariance matrix of the
reflectance functions in the image series. Therefore, the detector output δRDX(x) is the
Mahalanobis distance between a tested pixel and the mean reflectance function of the image
series. Large distances correspond to low probabilities of occurrence, and hence, by displaying
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the detector output as grayscale image, more anomalous pixels appear brighter. In order to
segment anomalous surface regions from the background, a threshold α has to be applied to
the detector output. In doing so, anomalous pixels are rejected as outliers of the Gaussian
background model. We determine the threshold value α by setting a confidence coefficient γ
such that P(δRDX(x) < α) = γ.

In a practical experiment, an illumination series of n = |{ϕ0, . . . , ϕ23}| × |{θ0, . . . , θ5}| =
144 grayscale images of a textured plastic surface with various surface defects was recorded.
Figure 9(a) shows the plastic surface under diffuse illumination and the hand-labeled position
of the surface defects. In Figure 9(b), the thresholded output (γ = 0.95) of the RX detector
δRDX(x) applied to the whole illumination series is shown. The result shows that nearly all
surface defects become visible as anomalous pixels, demonstrating the ability of illumination
series for unsupervised defect detection in textured surfaces.

3.2.4 Model-based feature extraction for material classification

Illumination series contain large amounts of information regarding the reflectance properties
of the illuminated object. However, capturing a large number of images with densely sampled
illumination directions results in high-dimensional reflectance features. From statistical
learning theory it is known, that the complexity of any classification problem grows with
the number of input features (Hastie et al. (2009)). This means, more training examples
are needed to train a classifier due to the curse of dimensionality. In order to reduce the
dimensionality of the feature space, methods from feature extraction aim to construct a reduced
set of features from the original feature set without loosing discriminative information. As
consequence, a less complex classifier can be applied and the reduced feature set allows a
better understanding of the classification results. For an unsupervised approach to feature
selection to reduce the dimensionality of illumination series see Gruna & Beyerer (2011).

Model-based reflectance features are extracted by fitting a parameterized reflectance model
(see Section 2.2.3) to the high-dimensional reflectance measurements. The fitted reflectance
model then provides a compact representation of the measurements and the estimated model
parameters give a reduced set of descriptive reflectance features. Since reflectance models
incorporate local surface geometry, knowledge about the scene geometry, e.g., obtained by
photometric stereo (Wang et al. (2009)) or estimated from the specular reflection direction
(Lindner et al. (2005)), can be utilized for feature extraction. In doing so, the extracted
reflectance features become invariant to the surface normal direction.

In a practical experiment, we utilize model-based reflectance feature extraction for the
material classification for printed circuit boards (PCBs). The automated visual inspection
of PCBs is a challenging problem due to the mixture of different materials such as metals,
varnishes, and substrates of which the PCB elements are composed (see Figure 10). Numerous
approaches to PCB inspection have been described in the literature, however, most of them
are based on measuring the spectral reflectance of the materials by multispectral imaging
(Ibrahim et al. (2010)). In the presented approach, we use simple grayscale images (i.e.,
without color or spectral information) but evaluate angular resolved reflectance measurements
to extract features for material classification. To this end, we record an image series with
n = 144 grayscale images of a small PCB and utilize the Lafortune reflectance model (see
Section 2.2) with one isotropic specular lobe for feature extraction. The fitting process is done
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(a) (b) (c)

Fig. 10. Material classification results for a part of a PCB consisting of ground substrate (red),
gold and silver conducting elements (marked blue and green, respectively) and paint
(turquoise). (a) Color image of the PCB to illustrate the different material components.
However, in our experiments we use illumination series of grayscale images without color or
spectral information. Material samples marked with rectangles are displayed in the scatter
graphs in Figure 11 according to the color encoding (b) Result of k-means clustering using
measured reflectance values as feature vector directly (feature space dimension is 144).
(c) Result of k-means clustering using model-based reflectance features (feature space
dimension is 3).

using the Levenberg-Marquardt algorithm as described in Section 2.2.3. We assume a flat
surface geometry with the surface normals aligned with the Z-axis as illustrated in Figure 2.
After the reflectance model is independently fit to the reflectance function of each pixel, the
estimated model parameters are extracted as feature vector (Cz, kd, n)T, where Cz represent the
inclination of the specular direction, kd the diffuse component and n the width of the specular
lobe.

In order to demonstrate the ability of the extracted reflectance feature for material
classification, we compare the model-base approach to the alternative that uses the measured
reflectance measures directly as high-dimensional feature vector. For unsupervised material
classification we use the k-means clustering algorithm with a fixed number of k = 4 material
classes. The classification results of a small PCB, which consists of ground substrate, gold
and silver conducting elements and paint, are shown in Figure 10. Both approaches show
very similar classification results, however, model-based feature extraction with the Lafortune
model is able to reduce the dimensionality of feature space from 144 to a 3-element feature
vector without losing relevant information. Furthermore, a closer examination of Figure
10(c) reveals that with the model-based features soldering points are identified as conducting
elements and not as ground substrate as in Figure 10(b).

Due to the dimension reduction, the new feature space can be plotted and analyzed visually
for relevant structures. In Figure 11, the feature space spanned by the Lafortune reflectance
parameters is illustrated with scatter plot graphs. By depicting the hand-annotated material
samples from Figure 10(a) in the scatter plot graphs, it can be seen that the different material
samples are well separated in the model-based feature space. For a more in-depth analysis of
reflectance features for material classification see Hentze (2011).
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(a) (b) (c)

Fig. 11. Illustration of the feature space of the PCB spanned by the Lafortune reflectance
model parameters. Material samples from the PCB in Figure 10(a) are marked by different
colors (red: ground substrate, blue: gold conducting elements, green: silver conducting
elements, turquoise: paint, gray: unlabeled data). Cluster centers found by k-means
clustering are marked as black crosses.

4. Summary and conclusions

Machine Vision for automated visual inspection can greatly benefit from computer graphics
methods for reflectance measuring and modeling. We gave an overview on different ways
how to measure the reflection properties of material surfaces and how this data is either used
to fit reflection models or evaluated as illumination series.

In the main part of this chapter we presented practical applications of these techniques from
an image synthesis and image analysis point of view. We showed, how the reflectance models
can be used to create synthetic images of scenes under varying illumination and viewing
conditions. To achieve the goal of raising the degree of realism in simulating materials
under varying illumination conditions, we discussed the required steps from reflection data
aquisition to using it for simulating the appearance of a material in rendering applications. We
drawed a bow to how this is can used to create synthetic images that can be used to support
the design and development process of machine vision systems. We see two main benefits
in this approach: The first one is to simplyfiy the creation of a large set of sample images for
training of machine vision algorithms including the possibility to create samples with varying
scene setups, e.g., simulated surface defects moving along the surface. This would close a
gap in vision algorithm development where often the small set of sample images is a limiting
factor. The second one is to make machine vision systems more robust against changes in
scene illumination or changes in the view position, e.g. cameras mounted on the head of a
moving humanoid robot.

From an image analysis point of view, we demonstrated the use of angular-resolved
reflectance measurements in a machine vision application for visual inspection. By applying
a density-based anomaly detection method on the high-dimensional measurements we were
able to detect surface defects on a highly textured surface. Thereby, we demonstrated the
potential of illumination series for unsupervised visual inspection.

In another application example, illumination series were used for inspecting printed circuit
boards (PCBs). Here, we demonstrated the feasibility of model-based reflectance features
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for material classification. To this end, the Lafortune reflectance model was used for feature
extraction and it was shown, that the dimension of original feature space can be reduced to 3
model parameters without losing relevant material reflectance information.

While the benefit of using angular-resolved reflectance measurements instead of single images
has previously been reported in the literature (Lindner & Puente León (2007); Jehle et al.
(2010); Wang et al. (2009); Gruna & Beyerer (2011)), using reflectance measurements in
combination with modeling and simulating complex machine vision systems is a new research
field and has the potential to be subject of future works.
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1. Introduction

Computer Vision systems are experiencing a large increase in both range of applications and
market sales (BCC Research, 2010). From industry to entertainment, Computer Vision systems
are becoming more and more relevant. The research community is making a big effort to
develop systems able to handle complex scenes focusing on the accuracy and the robustness
of the results. New algorithms provide more advanced and comprehensive analysis of the
images, expanding the set of tools to implement applications (Szeliski, 2010).

Although new algorithms allow to solve new problems and to approach complex situations
with a high degree of accuracy, not all the algorithms are adequate to be deployed in industrial
systems. Parameters like power consumption, integration with other system modules, cost
and performance limit the range of suitable platforms. In most cases, the algorithms must be
adapted to achieve a trade-off solution and to take advantage of the target platform.

Conventional PC-based systems are constantly improving performance but their use is still
limited to areas where portability, power consumption and integration are not critical. In case
of highly complex algorithms, with an irregular execution flow, complex data representation
and elaborated patterns to access to data, a significant gain is not achieved when moving to
an ad hoc hardware design. In this case, a high-end CPU and a GPU with general-purpose
capabilities (GPGPU) is a flexible and very powerful combination that will outperform other
options (Castano-Díez et al., 2008).

However, when a conventional system does not meet the requirements of the application, a
more aggressive planning is needed. For instance, migrating the application to a dedicated
device such as a DSP, an FPGA or a custom chip (Shirvaikar & Bushnaq, 2009). At this
point, the designers have to consider alternatives as to reduce operating range, accuracy
and robustness of the results, or to remove expensive operations in order to simplify the
hardware that will be implemented (Kolsch & Butner, 2009). PC-based systems enable
a great flexibility at cost of performance so pure software-based algorithms hardly match
pure hardware implementations. This is a serious limitation because it can compromise the
efficiency of the application. This is the reason why the industry is making great efforts to
develop novel architectures that enable greater flexibility to adapt the algorithms without
compromising the quality of the results.
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2 Machine Vision

Computer Vision applications are often divided into three stages: low, medium and high
level processing. Low level operations are quite simple and repetitive but applied over a
large set of data with a very reduced data dependent program flow, so massive parallelism is
essential for performance. In the medium level stage, temporal and task parallelism is key as
the data set is smaller and the program flow is quite data-dependent. High level operations are
performed over complex data representations but reduced data sets and with high precision
as requirement. An efficient Computer Vision system must deal with all these stages. The
selection of the computation model will determine the performance of the device in each one
of the stages. So, which is the optimal paradigm for such applications? Increase the number
of concurrent instructions? Increase the number of data elements processed simultaneously?
A combination of both?

Taking into account the application requirements, a suitable platform to build the system
must be selected. Besides general parameters (performance, cost and integration), there is
a set of factors that restricts the computing paradigms and the devices that can be selected.
For instance, a critical parameter is the way in which the data are transferred to the device
because I/O operations are one of the bottlenecks in high-performance systems. Data type
and representation will affect the computational units. The program flow will constrain the
inner connections between these units and the storage elements.

This chapter addresses an analysis of different computing paradigms and platforms oriented
to image processing. Previously, a representative set of Computer Vision algorithms covering
the three levels of processing is reviewed. This study will lead us to observe the algorithms
in terms of a set of common characteristics: operations, data type, program flow, etc.
This is critical to design new hardware architectures in order to maximize performance.
The analysis from the hardware point of view will highlight the best features of the
most used computing paradigms in order to establish a relationship between the type of
operation, data, programming model and hardware architecture. An efficient architecture for
Computer Vision must combine all the selected features. The analysis of the characteristics
of the different algorithms will lead us naturally to an optimized general-purpose hardware
architecture for Computer Vision.

2. The problem of computer vision

Traditionally, Computer Vision (CV) applications include building blocks from three
computation levels: low-, mid- and high-level vision computing. The type of operations,
the data representation and the flow execution of programs depend deeply on the considered
level of this hierarchy. Nevertheless, current CV-algorithms are composed of many different
processing steps regarding the type of data and the way these are computed which makes
difficult to classify them only in one subgroup. Following, a rather rough classification of
widely used CV-algorithms is made, keeping in mind the data domain and the complexity of
the involved operations.

2.1 Low-level vision

After image acquisition, some preprocessing steps are often required. These are intended to
provide reliable input data for subsequent computing stages. Some typical operations are
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noise reduction, color balancing, geometrical transformation, etc. Most of these operations
are based on point or near-neighborhood operations. Point operations are performed at
pixel-level in such a way that the output only depends on the value of any individual pixels
from one or several input images. With this type of operation it is possible to modify the pixel
intensity to enhance parts of the image, by increasing contrast or brightness. Equally, simple
pixel-to-pixel arithmetic and Boolean operations also enable the construction of operators as
alpha blending, for image combination or color space conversion. Neighborhood operations
take also into account the value of adjacent pixels. This operation type is the basis of
filtering, binary morphology or geometric transformation. They are characterized by simple
operations, typically combining weighted sums, Boolean and thresholding processing steps.

After preprocessing stages, useful information has to be extracted from the resulting images.
Common operations are edge detection, feature extraction or image segmentation. Edges
are usually defined as step discontinuities in the image signal so finding local maxima in
the derivative of the image or zero-crossings in the second derivative are suitable to detect
boundaries. Both tasks are usually performed by the convolution of the input image with
spatial filtering masks that approximate a first or second derivative operator.

Feature points are widely used for subsequent computing steps in multiple CV-applications.
Basically, a feature represents a point in the image which differs from its neighborhood. One
of the benefits of local features is the robustness against occlusion and the ability to manage
geometric deformations between images when dealing with viewpoint changes. In addition,
they improve accuracy when, in the same scene, objects are at different planes, (i.e. at different
scales). One of the most popular techniques is that proposed by Harris (Harris & Stephens,
1988) to detect corners. It is widely used due to its strong invariance to rotation, image noise
and no large illumination changes. It uses the local auto-correlation function, which describes
the gradient distribution in a local neighborhood of each image point to detect the location of
the corners. Using the locally averaged moment matrix from the image gradients, corners will
be located at the maximum values. Another frequently used technique is the Scale-Invariant
Feature Transform (SIFT) (Lowe, 2004). SIFT localizes extrema both in space and scale. Using
the Difference of Gaussians as scale-space function, the images are filtered with Gaussian kernels
of different sizes (scales). This is performed for different image sizes (octaves). The response
of each filter is subtracted from the immediately following in the same octave. The interest
points are scale-space extrema so local maxima and minima are extracted by comparing the
neighborhood points in the same, the previous and the posterior scales. To improve accuracy,
a sub-pixel approximation step is done, interpolating the location of the feature inside the
scale-space structure. The number of octaves and scales can be tuned to meet the system
requirements. SIFT provides invariance against scale, orientation and affine distortion, as well
as partial occlusion and illumination changes. Other algorithms were proposed to improve
accuracy or performance like, the Speeded Up Robust Features (SURF) (Bay et al., 2006) or the
Gradient Location and Orientation Histogram (GLOH) (Mikolajczyk & Schmid, 2005). This kind
of detectors are quite complex and their performance can be low even using custom hardware.
For this reason, less reliable algorithms are still in use, as Harris Corner Detector, FAST
(Trajkovi & Hedley, 1998) or the Smallest Univalue Segment Assimilating Nucleus (SUSAN)
(Smith & Brady, 1997) corner detectors, because of their efficiency under controlled situations
and their low hardware requirements.
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Segmentation refers to the process of separating the data into several sets according to certain
characteristics. There are several techniques to carry out this task, either based on boundaries
or regions (Pal & Pal, 1993) (Haralick & Shapiro, 1985). Nevertheless, most of them rely on
near-neighborhood operations. Particular attention deserves the clustering methods like the
popular k-means which partitions the data set into several clusters according to a proximity
criterion defined by a distance function. These methods are not restricted to image data.
N-dimensional sets of abstract data can also be partitioned. Furthermore, information about
the scene or domain can be introduced (number and characteristics of the target clusters).
Therefore, they might be classified either as a low or mid-level vision stage.

2.2 Mid-level vision

Mid-level CV stages usually operate on images from previous processing steps, often binary
images, and produce a lower amount of data but with a higher concentration of information.
Some common operations are object classification and scene reconstruction.

One of the goals of Computer Vision is to recognize objects in a scene. Based on object location,
pose or 2D/3D spatial relations between the objects, the algorithms have to be able to analyze
the scene and its content. This involves issues such as dealing with object models, classifiers
and the ability to integrate new information in the models. In the literature, a large amount
of techniques can be found, usually classified as global methods, more intended for object
detection and local feature-based methods for object recognition. In all of them good image
registration is essential for both accuracy and performance (Zitova & Flusser, 2003). As for
the global methods, common techniques are based on template-based matching, which employs
a convolution mask or template to measure the similarity between an object patch and the
template. In this sense, normalized cross-correlation (NCC), sum of squared differences (SSD) or
sum of absolute differences (SAD) are widely used. As for local methods, local feature descriptors
play an important role. Roughly speaking, a descriptor is an abstract characterization of a
feature point based on its environment. One of the most popular techniques is the proposed
in second part of the SIFT algorithm based on stacked orientation histograms which associate
a high dimension vector to each keypoint. In order to reduce the amount of false positives
and negatives during the matching stage the search area is limited by using strategies like
the nearest neighbor search (NNS) which attempts to find the nearest points of a given one in a
vector space. An indexing structure allows to search for features near a given feature rapidly.
This is the case of the K-dimensional trees , which organize points in a k-dimensional space in
such a way that each node has at most two child nodes.

Scene reconstruction consists of the generation of scene models starting from their parts.
There are different techniques to reconstruct one or several objects in a scene. To build a
3D model, coordinates of scene points have to be calculated from the objects. If the location
of the camera is known, 3D coordinates of a scene point can be determined from its projection
on image planes of different viewpoints. The whole process starts with feature extraction
and matching. Using geometric consistency tests it is possible to eliminate wrong matches.
There are different solutions to estimate the fundamental matrix, as the RANdom SAmple
Consensus (RANSAC). Once the matches between images are consistent, camera pose and
scene geometry is reconstructed using Structure from Motion methods and refined with Bundle
adjustment techniques (Triggs et al., 2000).
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2.3 High-level vision

The high-level stage often starts from an abstract representation of the information. This stage
is highly application dependent but due to the variety of operations, data structures, memory
access patterns and program flow characteristics are often only compatible with a general
purpose processor. High-level processing is characterized by the use of a small set of data to
represent knowledge about the application domain. More complex data structures are needed
to store and process this information efficiently, making the operations and the memory access
patterns more elaborated. This, together with the inherent complexity of decision making,
makes the program flow very variable.

Robust pattern recognition, object identification, complex decision making or system
adaptation are some of the benefits of integrating Artificial Intelligence methods with
Computer Vision. Otherwise, the system would be limited to a predetermined set of actions.
Machine learning makes computers capable of improving automatically with experience. This
way it is possible to generalize the behavior from unstructured information with techniques
such as neural networks, decision trees, genetic algorithms, regression models or support
vector machines. Machine learning has emerged as a key component of intelligent computer
vision systems, contributing to a better understanding of complex images (Viola & Jones, 2001)
(Oliver et al., 2000).

Data mining is the process of analyzing data using a set of statistical techniques in order
to summarize into segments of useful information. This makes possible analyze data from
different dimensions or angles, categorizing and summarizing the identified relationships,
making evident hidden relationships or patterns between events. On the contrary of Machine
learning, data mining focuses on discovering hidden patterns instead of generalizing known
patterns using the new data.

It is very difficult to establish a classification of tasks and operations for high-level processing.
Some of the performed tasks fall within the scope of the measurement of application specific
parameters such as size and pose of objects, fault detection and monitoring specific events
such as traffic situations, for example. The algorithms and technologies are very diverse and
most of them lie in statistical analysis and artificial intelligence domains.

As it was previously mentioned some tasks that initially fit into the low or medium level
stages due to its context actually are more like high-level operations by the type of operations
performed. This is related with the commonly used bottom-up image analysis, which starts
from raw data to extend the knowledge of the scene. However, new approaches include
feedback to perform top-down analysis. This way, low- and mid-level stages can be controlled
with general knowledge of the image, improving the results.

3. Computing platforms

Given the wide range of algorithms and applications of Computer Vision, it is clear that it
does not exist a unique computing paradigm or an optimal hardware platform. The type of
operations, the complexity of data structures and especially the data access patterns greatly
determine parameters such as the range of application, performance, power consumption
or cost. This section presents some of the most prominent platforms in image processing,
focusing on their strengths and weaknesses.
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3.1 Computing paradigms

The Flynn’s taxonomy (Flynn, 1972) classifies the computer architectures in four big groups
according to the number of concurrent instructions and data sets processed. Image processing
tasks perform more or less efficiently depending on the selected paradigm. In order to develop
a Computer Vision application it is crucial to exploit the spatial (data) or temporal (task)
parallelism to meet trade-offs among performance, power consumption or cost.

SISD

Single Instruction Single Data (SISD) refers to the conventional computing model. A single
processing unit executes a sequence of instructions on a unique data stream. Most modern
computers are placed under this category and, although only one processor and one memory
element are present, those which are able to pipeline their data-path are generally classified
under the SISD category as they are still serial computers.

This paradigm performs better when spatial and temporal parallelism are hard to exploit.
As seen previously, high-level image processing fit the SISD paradigm because most tasks
are sequential, with a complex program flow and strong dependences between data. As
processing is done sequentially, most optimizations aims to enhance the access between the
memory and the arithmetic unit. Memory and processor speed are the main constraints.
Furthermore, some kind of parallelism can be exploited when pipelining the data-path.
Data allocation, pre-fetching and reducing stalls in the pipeline are some of the possible
optimizations.

SIMD

SIMD (Single Instruction Multiple Data) computers have an unique control unit and multiple
processing units. This control unit sends the same instruction to all processing units,
which operate over different data streams. This paradigm focuses on exploiting the spatial
parallelism. It is also possible to pipeline the data-path or to employ several memories to store
the data in order to increase the bandwidth. SIMD computers are commonly specific-purpose,
intended to speed-up certain critical tasks.

One of the drawbacks of SIMD machines is data transference. A network is required to
both supply data to each processing unit and share data among them. Its size grows with
the number of connected nodes so SIMD architectures have a practical limitation. Another
restriction is data alignment when gathering and scattering data into SIMD units. This results
in a reduction of flexibility in practical implementations. It is needed to determine the correct
memory addresses and reordering data adequately, affecting performance. In addition, as
this paradigm exploits spatial parallelism, program flow is heavily limited because all units
execute the same instruction. Additional operations are needed to enable at least simple flow
control tasks.

Low-level image processing benefits greatly of SIMD units. As it was described previously,
most operations are quite simple but repetitive over the whole set of data. In addition,
certain tasks of mid and high-level processing can also take advantage of SIMD units when
using in conjunction with others paradigms. The simplicity of the arithmetic units and the
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memory access patterns make feasible to design efficient units, which is crucial to increase the
parallelism. Memory bandwidth and data distribution among the processors is also key for
performance.

Two types of SIMD accelerators can be distinguished based on the number of processing
units: fine-grain and coarse-grain processors, where the major difference is the number of
processing units. While the first includes a large amount of very simple processors with a
rigid network, the second features major flexibility although with a much lower parallelism.
When using in low-level image processing, fine-grain processor arrays match with massively
parallel operations such as filters or morphological operations. Using a processor-per-pixel
scheme and local communications, neighborhood operations are completed in just a few
instructions. On the contrary, when the parallelism level is lower a configuration as vector
processor is usually preferable. By reducing communications and increasing core complexity,
they are much more flexible and efficient not only for low-level operations but also for other
processing stages.

MIMD

Multiple Instruction Multiple Data (MIMD) refers to architectures where several data streams
are processed using multiple instruction streams. MIMD architectures have several processing
units executing different instructions to exploit task parallelism. Processors perform
independently and asynchronously. MIMD systems are classified depending on the memory
architecture.

In Shared Memory Systems, all processors have access to an unique memory. Connection
hierarchy and latencies are the same for all processors. This scheme eases data transference
among processors although simultaneous access must be taken into account to avoid data
hazards. Scalability is also reduced because it is hard to increase the memory bandwidth at
the same rate as the number of processors.

If each processor has its own and private memory it is possible to upscale more easily as
memory and processors are packet as a unit. This scheme is known as Distributed Memory
System. In addition, local memory access is usually faster. The major disadvantage is the
access to data which are located outside the private memory because dedicated buses and a
message passing system to communicate with the processors are needed. This can result in high
access times and an increase of hardware requirements.

In a Distributed Shared Memory System, the processors have access to a common shared memory
but without a shared channel. Each processor is provided with local memory which is
interconnected with other processors through a high-speed channel. All processors can access
to different banks a global address space. Access to memory is done under the schemes as
Non-Uniform Memory Access (NUMA), which takes less time to access the local memory than
to access the remote memory of other processor. This way scalability is not compromised.

Very long Instruction Word (VLIW) and superscalar architectures are also classified within
MIMD paradigm because they exploit instruction-level parallelism, executing multiple
instructions in parallel. Pipelining also executes multiple instructions but splitting them in
independent steps to keep all the units of the processor working at a time.
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Mid-level image processing and some operations of the other processing levels of Computer
Vision can exploit MIMD processors. Operations are relatively simple, with data-dependent
program flow. Temporal and task parallelism are easier to exploit than spatial parallelism
although a reduced degree is usually present in this type of algorithms. Each MIMD
processing element can include SIMD units. This way it is possible to process complex
tasks more efficiently, from kernel operations as when pre-processing images concurrently
in multi-view vision systems to high level tasks as multiple object recognition and tracking.
In general, any set of tasks with weak dependences between them to reduce internal
communications can take advantage of this paradigm.

MISD

There is one more paradigm, Multiple Instruction Simple Data (MISD), which achieves higher
parallelism than SISD executing different instructions over the same data set employing
several computing units.

Systolic arrays are regular n-dimensional arrays of simple cores with nearest-neighbors
interconnections. Each core operates on the input data and shares the result to its neighbor,
flowing the data synchronously usually with different flow in different directions. They are
employed for tasks such as image filtering or matrix multiplication. Pipelined architectures
belong to this type, as they are considered an one-dimensional systolic array, but they are
commonly considered an improved version of the other aforementioned paradigms.

This paradigm is rarely used for Computer Vision as the other paradigms match better and
offer higher performance and flexibility when dealing with real Computer Vision problems.

Remarks

Low-level Computer Vision entails the largest processing times in most applications. Data sets
are usually very large and the kind of operations simple and repetitive. However, operations
are inherently massively parallel and the data access patterns are regular. It is feasible to
exploit these features to design very optimized SIMD custom hardware accelerators or to
migrate the algorithms to existing hardware.

It is harder to extract parallelism in the mid-level stage because operations involve more
complex data-flow. In addition, the data set is smaller so the benefits of including dedicated
units to speed-up the computation are lower than expected. Despite this, hybrid processors
(SIMD-MIMD) able to exploit both spatial and temporal parallelism can overcome this
limitation.

Finally, the amount of data involved in the high-level stage is usually small so it is rarely
necessary to sacrifice precision in order to get better performance. Moreover, unlike in
previous stages, the disparity in the type of data makes the use of floating-point often a
requirement. Another characteristic of this stage is the program flow, far more complex,
which may even consume more computation time than the arithmetic operations. The kind of
computation performed at this stage is so varied that the best option is often a general purpose
SISD processor.
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3.2 Current devices

There are different possibilities to implement the aforementioned computation paradigms.
There is not an unique and direct correspondence between a paradigm and its hardware
implementation. On the one hand, it can be designed a dedicated hardware which follows
the original conception. On the other hand, the paradigm can be emulated both in hardware
or software.

Microprocessors

Microprocessors, SISD machines, are the most straightforward devices to develop a Computer
Vision application. Their main advantage is their versatility, the ability to perform very
different tasks for a low cost. They can perform any type of data processing, although its
efficiency, measured in parameters such as cost, power or integration capabilities, is not
always optimal because of their general-purpose condition. The large variety of available
technologies, libraries, support and programs cut down the cold start, enabling to get the
system ready for development in a short time. Developers can focus on the problem itself
instead of technical issues (Bradski & Kaehler, 2008).

Basically, they are composed by a main memory and a processing unit which includes
the arithmetic and the control modules. From this basic structure more optimized
microprocessors can be designed. From caches to cut down the memory access times, tightly
coupled high-speed memory controllers or specialized units for critical tasks, the variability of
architectures is as large as the amount of fields in the market (Singhal, 2008). However, despite
the evolution of the industry pure SISD microprocessors do not offer adequate performance
for a large set of tasks. That is why a wide range of accelerator modules have been included,
as specific-purpose arithmetic units and sets of instructions or co-processors. The inclusion of
SIMD units is decisive for tasks such as video encoding and decoding, but any data-intensive
algorithm can take advantage of them (Franchetti et al., 2005).

As it will be discussed later, the advances in the semiconductor industry allows to increase
the integration density so it is possible to include more processing power on the same Silicon
area. This has led to abandon the race for speed (to increase the working frequency) to more
efficient systems where energy consumption is vital and parallelism is the way to overcome
the limitations of Moore’s Law (Naffziger, 2009). Most of modern processors are multi-core
and the number of cores is expected to grow in the near future. Programming languages
and techniques as well as image processing algorithms have to be adapted to this new reality
(Chapman, 2007).

Microprocessors are employed in a wide range of applications, from developing and testing
algorithms such as autonomous driving (Urmson et al., 2008) to final platforms as medical
image reconstruction (Chu & Chen, 2009). Even its use in restrictive stand-alone devices is also
viable such as autonomous flight (Meier et al., 2011). Microprocessors stand out in high-level
tasks, as the latest stages of image retrieval (Deselaers et al., 2008) and scene understanding
(Li et al., 2009), where handling image databases, storing and communicating data are fairly
complex to implement them in specific purpose devices. Video surveillance tasks can take
advantage of these features for image processing (Ahmed & Terada, 2010) and event control
in complex distributed systems (Chen et al., 2008).
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Mobile processors have become a benchmark in innovation and development after the
explosion of the mobile market. As discussed below, they integrate several general purpose
cores, graphics processing units and other co-processors on a single chip keeping power
consumption very low. The applications they can address are increasingly complex (Taylor
et al., 2009) (Wither et al., 2011) (Ren et al., 2010).

Graphics Processing Units

A Graphics Processing Unit (GPU) is a specialized co-processor for graphic processing to reduce
the workload of the main microprocessor in PCs. They implement highly optimized graphic
operations or primitives. Current GPUs provide a high processing power and exploit the
massively spatial parallelism of these operations. Because of their specialization, they can
perform operations faster than a modern microprocessor even at lower clock rates. GPUs
have hundreds of independent processing units working on floating point data. Memory
access is critical to avoid processing downtimes, both in bandwidth and speed.

Their high processing power makes GPUs an attractive device for non related graphic tasks.
General Purpose GPU (GPGPU) is a technique to perform general computation not related
to graphics on these devices (Owens et al., 2007) (Che et al., 2008). This makes possible to
use its specialized and limited pipeline to perform complex operations over complex data
types. In addition, it eases memory management and data access. Flow control, as looping or
branching, is restricted as in other SIMD processors. Modern GPUs architectures as (Seiler
et al., 2008) or (Lindholm et al., 2008) have added support for these operations although
slightly penalizing throughput. Word size is also a limitation in GPGPU techniques. It
was reduced to increase the integration density as graphic operations do not usually require
high precision. However, since this was a serious limitation for scientific applications, large
word-sizes support was added later (Thall, 2006).

GPUs are effective when using stream processing, a paradigm related to SIMD (Rixner et al.,
1998). A set of operations (kernel) is applied to each element of a set of data (stream). The
flexibility is reduced to increase the parallelism and to lower the communication requirements
when involving hundreds of processing elements. Otherwise, providing data to hundreds of
processors would be a bottleneck. Processors are usually pipelined in a way that results pass
from one arithmetic unit to the next one. This way, the locality and concurrency are better
exploited, reducing communication requirements because most of the data are stored on-chip.

The use of GPUs to speed-up the computing has greatly increased, specially after the
optimization of libraries and functions that mask low-level technical difficulties. Most image
processing kernels and algorithms were adapted to work in GPGPUs, obtaining significant
improvements. Basic image processing (Podlozhnyuk, 2007), FFT transforms (Govindaraju &
Manocha, 2007), feature extraction (Heymann et al., 2007) or stereo-vision (Lui & Jarvis, 2010),
all of them computationally expensive, benefit greatly of the massively parallelism of GPU.
They can be used also to emulate other computing paradigms frequently used in low level
vision (Dolan & DeSouza, 2009). However, some authors argue that the gap between GPUs
and CPUs is not as large as it seems if key optimizations are carried out (Lee et al., 2010).
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Digital Signal Processors

A Digital Signal Processor (DSP) is a microprocessor-based system with a set of instructions
and hardware optimized for intensive data applications. They are specially useful for
real-time processing of analog signals but they offer a high throughput in any data intensive
application. DSP market is well established and offers a large range of devices, optimized
for each particular task (Schneiderman, 2010). Apart from attached processors, to assist a
general purpose host microprocessor, DSPs are often used in embedded systems including all
necessary elements and software.

They are able to exploit parallelism both in instruction execution and data processing. In a von
Neumann architecture, instruction and data share the same memory space. However, DSP
applications usually require several memory accesses to read and write data per instruction.
To exploit concurrency, many DSPs are based on a Harvard architecture, with separate
memories for data and instructions. Many modern devices are based on Very Long Instruction
Word (VLIW) architectures so they are able to execute several instructions simultaneously (Lin
et al., 2008). Compilers are fundamental to find the parallelism in the instructions and a large
improvement can be obtained after an efficient placement of data and programs in memory.
Superscalar processors and pipelined data-paths also improve the overall performance
although this is done by hardware. To operate, they include specialized hardware for intense
calculation such as multiply-accumulate operation, which is able to produce a result in one clock
cycle. Although many DSPs have floating-point arithmetic units, fixed-point units fit better
in battery-power devices. Formerly, floating-point units were slower and more expensive but
this gap is getting smaller and smaller. They also include zero-overhead looping, rounding
and saturated arithmetic or dedicated units for address management (Talavera et al., 2008;
Texas Instruments, 2002; Wang et al., 2010).

DSPs are usually designed for intensive data processing so performance can be penalized in
mixed tasks. However, current all-in-one devices are able to handle complete applications
efficiently. In addition, DSPs are not only available as independent devices but also as part of
integrated circuits such as FPGAs or SoCs.

DSPs have a large tradition on image processing tasks. As optimized versions of conventional
processors, they were used to accelerate the most expensive operations. These operations were
related mainly with low-level image processing (Baumgartner et al., 2009), where parallelism
and data access enable a large performance increase. Stereo vision (Lin & Chiu, 2008),
Fourier transform (Sun & Yu, 2009) or video matching and tracking (Shah et al., 2008) are
some samples. However, higher level algorithms also suit for DSPs, specially in industrial
tasks (Suzuki et al., 2007) (Neri et al., 2005). Nowadays, DSPs are able to handle large
sets of operations efficiently both for co-processing (Rinnerthaler et al., 2007) or standalone
(Bramberger & Rinner, 2004).

Field Programmable Gate Arrays

A Field Programmable Gate Array (FPGA) is a device with user-programmable hardware logic.
It is made of a large set of logic cells connected together through a network. Both elements
are programmable in such a way that the logic cells emulate combinational functions and the
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network permits to join them to build more complex functions. In addition, the program can
be rewritten as many times as needed.

The main advantage of FPGAs is their high density of interconnections between cells, which
provides a very high flexibility. This network has a complex hierarchy with optimizations for
specific functions. It provides specialized lines to propagate clock or reset signals across all the
FPGA or to build buses with high fan-out within acceptable time delays. With these very basic
elements it is possible to build highly complex modules as arithmetic units, controllers or even
embedded microprocessors. In addition to simple elements such as 1-bit flip-flops, FPGAs have
a large set of embedded modules. Large memory elements, DSP arithmetic units, networking
and memory controllers or even embedded microprocessors are available on modern FPGAs
(Leong, 2008).

These devices are an excellent mechanism to build proof-of-concept prototypes. On the one
hand due to their flexibility any computing paradigm can be implemented restricted mainly
for the number of available cells. On the other hand, thanks to the re-programmability it
is possible to debug and test on real hardware. Even more, nowadays some final products
are implemented exclusively on FPGAs instead of migrating the design to custom integrated
circuits. The achieved performance can be tens of times higher with lower power consumption
than standard PC-based approaches (Fasang, 2009). FPGAs are widely employed as
co-processors in personal computers such as GPUs or as accelerators in specific purpose
devices as high-capacity network systems (Djordjevic et al., 2009) or high-performance
computing (Craven & Athanas, 2007). Nowadays, it is possible to embed full systems on a
single FPGA.

One of the major disadvantages of FPGAs is the set-up time, still higher than in pure-software
approaches. Traditional FPGA programming is done with HDL languages, forcing to design
at a very low level. High-level languages, such as C extensions, are more friendly for software
engineers, although the control over the design is much lower (Coussy et al., 2010). The
FPGA-based designs can be exported and distributed as IP Cores because theses languages are
platform-independent unless very specific features of a given FPGA are employed. This way,
non-recurring engineering costs (NRE) are cut-down. Therefore FPGAs are in an intermediate
stage between software and hardware. Algorithms are programmed by software and
compiled to a hardware architecture, so an careful hardware/software codesign is fundamental
(Moreno et al., 2010). They are able to exploit both spatial and temporal parallelism very
efficiently. Since logic cells are independent many arithmetic units can process concurrently,
with custom routing between them. In addition, the memory subsystem can be tuned to
exploit the on-chip memory banks, reducing the access to the external memories.

Regarding Computer Vision, FPGAs are widely used both in industry and research. They
offer a high degree of flexibility and performance to handle many different applications.
Most compute-intensive algorithms were migrated to FPGAs: stereo vision (Jin et al.,
2010), geometric algebra (Franchini et al., 2009), optical flow (Martineau et al., 2007), object
recognition (Meng et al., 2011) or video surveillance (Nair et al., 2005) (Salem et al., 2009) to
name some examples. Low and mid-level image processing stages, based on SIMD/MIMD
paradigms can be efficiently implemented. However, high-level processing, although it could
be possible to implement on an FPGA, fits better on conventional processors. Nevertheless,
FPGAs can use external processors connected through high-speed off-chip communications
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or include general-purpose processors. There are available soft-core (emulated) (Lysecky &
Vahid, 2005) and hard-core (Veale et al., 2006) embedded processors. While the first offer a
large degree of configuration, adapting all parameters of the design to the particular needs of
the applications, the last feature better performance. This way FPGAs are able to implement
all the stages of a complete application (Shi, 2010).

Application-specific integrated circuits

An Application-Specific Integrated Circuit (ASIC) is a device designed for a particular task
instead of for general purpose functionality. In this case, designers have to work at the very
bottom level of design so this process is long and error-prone. As there are elements present in
almost all ICs, a set of libraries is usually provided making easier system-design. This way it is
possible to work at different levels of abstraction. Full Custom designs require a greater effort
because it is necessary to design both functionality and physical layout. However, it allows
better optimizations and performance. Standard Cells allow to focus on the logic operation
instead on the physical design, splitting the process into two parts. Physical design is usually
done by the manufacturer, who provides from simple logic gates to more complex units such
as Flip-Flops or adders. Apart from simple units, third party manufacturers provide more
complex modules for specific functions, known as IP Cores. This way, they can be used as
subcomponents in a large design. There is a large variety of cores to tackle all needs, as
it happens with the FPGAs, and there is available from IO controllers (RAM, PCI-Express,
ethernet) to arithmetic cores (signal processing, video and audio decoding) or even complete
microprocessors.

The IC-level design allows to build embedded systems, System-on-Chip, efficiently. It is
possible to include all the elements of the system on a single chip, even if there are digital,
analog and mixed-signal modules. Nowadays, custom ASICs are the unique alternative for
complex SoCs although FPGAs size grows with each generation and are becoming a viable
alternative. IC design leads to high costs, both in design and manufacturing when production
volume is low. However, some applications still need ICs because the alternatives do not
match with performance, power consumption or size (Kuon & Rose, 2007).

It is true that some of the devices previously mentioned are in some way ASICs. However,
the design of a custom architecture for a concrete algorithm provides the best possible results.
Many custom chips were designed and built instead of mapping them in a programmable
device, for specific algorithms (Kim et al., 2008), domain applications (Stein et al., 2005) or
complete general purpose SoCs (Khailany et al., 2008a).

Because of this flexibility a large set of exotic devices can be found in the market or in the
specialized literature. While some aims to address very specific tasks or novel computing
paradigms, others are taking their first steps on the market after that technology has allowed
its viability. Pixel-parallel Processor Arrays are the natural platform for low-level vision. They
are massively parallel SIMD processors laid down on a 2D grid with a processor-per-pixel
correspondence and local connections among neighbors. Each processor, very simple, can
also include an image sensor to eliminate the IO bottleneck. Some representative examples are
(Foldesy et al., 2008; Garrido et al., 2008; Lopich & Dudek, 2008). There are also approaches
closer to the biological vision, as (Koyanagi et al., 2001) or (Constandinou et al., 2004).
More information is available in (Zarándy, 2011). Massively Parallel Processor Arrays (MPPAs)
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provide hundreds to thousands of processors. They are encapsulated and independent and
have their own program and memories. They work in MIMD mode but also include internal
improvements as pipelines, superscalar capabilities or SIMD units. Some examples are (Bell
et al., 2008; Butts et al., 2007; Duller et al., 2003).

3.3 Discussion

As described previously in this section, there is a wide range of hardware devices suitable
for Computer Vision. Depending on the application requirements, a compromise between
performance, cost, power consumption and development time is needed. Commercial
applications are heavily constrained by the time-to-market so suboptimal solutions are
preferable if the development cycle is shorter. This way, software-based solutions are usually
better from the commercial point of view.

As discussed before, the large amount of highly optimized libraries make PCs (conventional
microprocessors) the first choice both as development and production platform. Multi-core
and SIMD programming are key for performance, although this can significantly increase the
development time. One of the benefits of choosing a PC as platform is that a GPU is included
"at no cost". This is, most application requires some kind of graphical display so including
a GP-capable GPU provides a much greater benefit with a very low cost/performance ratio,
even using a low-cost card. The combined use of CPU-GPU has proved to be very effective,
although very restricted in terms of form factor and specially in power consumption. Only if
these parameters are very constrained DSP-based solutions are preferable. This is the case of
mobile applications, although low-power microprocessors are taking advantage in this field.
As these are extensively used, development kits, compilers and libraries are very optimized,
helping to cut down time-to-market and related costs.

However, if the aforementioned devices do not provide acceptable results, it will be required
to go into the hardware. As application developers, we need to search for exotic devices
such as MPPAs or dedicated image processors. In contrast to the previous devices, these
are not normally industry standards therefore a greater effort during development is needed.
However, we are still under the software coverage. On the contrary, if the requirements are
very strict or if the production volume is very high, a custom chip is the unique alternative
to reach the desired performance or to lower the cost per unit. FPGAs are an excellent
platform for testing before manufacturing the final design in a custom chip. As they are
reconfigurable, different architectures can be evaluated before sending to fabric. On the
other hand, some authors claim than software development is the bottleneck in the current
ASIC development. The software stage can not start until a device where to do tests has been
built. Although emulators (both functional an cycle-accurate) are used, their performance is
very low, resulting in very large test cycles and poor feedback for those programmers at the
hardware control layer. This is why FPGAs are widely used as proof-of-concept devices, as
they enable software development cycles many months before a test chip was built.

Tab. 1 shows performance comparison of a computationally intensive algorithm as SURF
(Bay et al., 2006) for different platforms. PCs offer uneven performance if heavily use
multithreading programming (Zhang, 2010) or a straightforward implementation (Bouris
et al., 2010). GPUs feature very large performance at the expense of high power consumption.
However, FPGA-based implementation delivers the best performance in terms of speed and
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power consumption. Tab. 2 shows a comparison between a low-power CPU and GPU,
compared to an standard laptop CPU. Authors conclude that optimization is critical and a
carefully analysis of low-level operations must be performed but the achieved performance is
quite close to standard conventional processors. Complex algorithms which include a higher
abstraction level as Viola-Jones detector (Viola & Jones, 2001) are also candidate for mobile
platforms. In (Aby et al., 2011), a Beagleboard xM board with a Texas Instruments DM3730
SoC (ARM Cortex-A8 and TMS320C64X DSP) achieves around 0.5x speed-up compared with
a conventional Intel 2.2 GHz processor, both using openCV (Bradski & Kaehler, 2008) library.
In (Arth & Bischof, 2008), a DSP-based embedded system for object recognition achieves
up to 4fps, including SIFT-based feature detection and description and object recognition.
Although with lower performance than other approaches, the major advantage is that the
whole application fits in a single device reducing also power consumption.

Some operations, as the Fourier transform, are computationally very expensive and yet
required in many applications, including low-power, low-cost or high performance devices.
Optimized libraries for both CPU (Takahashi, 2007) and GPU (Ogata et al., 2008) aim to exploit
SIMD units and multitasking, achieving high performance with regard to straightforward
implementations. In particular, Fourier transform operation is very suitable for FPGAs an
ASICs if performance and power consumption is critical. In (He & Guo, 2008), a FFT core
design for FPGAs is proposed, consuming less than 1W in the worst case and lowering
manufacturing cost more than x15 compared with a DSP implementation. In (Guan et al.,
2009), a more aggressive approach is done, developing an application-specific instruction set
processor (ASIP). With very little hardware overhead and a consumption of few tenths of a
watt, outperforms standard software and DSP implementations more than x800 and x5 times
respectively. However, these designs have larger development cycles, as (Pauwels et al., 2011)
depicts. In this work, some low-level operations (phase-based optical flow, stereo and local
image features) are compared both on FPGA and GPU. Tab. 3 summarizes some of the results
of this work. As authors conclude, high-performance or low-cost implementations should
be done on CPUs with GPU co-processing. GPUs overcome FPGAs in terms of absolute
performance due to their memory throughput. However, if a standalone platform is needed,
an FPGA board should meet the requirements or establish the basis for testing and validating
an ASIC design.

Finally, general-purpose custom designs converge form factor, power consumption and
performance. For instance, SCAMP processor (Dudek & Hicks, 2005) exploits the massively
spatial parallelism of low-level operations, integrating processing units and sensors in a
processor-per-pixel fashion. As it is an analog design, the integration density and the
performance is very high, keeping power consumption under 240 mW. Current digital
solutions also offer similar performance and many advantages as faster development and
array scalability. ASPA processor (Lopich & Dudek, 2007) includes novel techniques to
increase performance, specially on global operations, without sacrificing the other trade-offs.
Hardware-oriented algorithms are also key to take advantage of custom hardware. Tab. 4
shows a comparative between different specific-purpose processors executing an active
contour algorithm for retinal-vessel tree extraction. The algorithm is designed for focal-plane
processing arrays. The cycles-per-pixel parameter illustrates how specific platforms are able
to lower hardware requirements and even to increase performance. As well as other custom
designs depicted in this chapter, they are not suitable to handle a whole Computer Vision
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application as they are intended to reduce the workload of the main processor in the more
computational expensive tasks. Approaches as (Khailany et al., 2008b) or (Fijany & Hosseini,
2011) can completely embed highly complex applications without compromise its efficiency.

Device Performance Power (W)

Bouris et al. (2010) Intel Core 2 Duo 2.4 GHz < 7 fps N/S
Zhang (2010) Intel Core 2 Duo P8600 2.4 GHz 33 fps 25
Terriberry et al. (2008) nVidia GeForce 880 GTX 56 fps 200
Bouris et al. (2010) Xilinx Virtex 5XC5VFX130T 70 fps < 20

Table 1. Summary of different SURF (Bay et al., 2006) implementations on different platforms
for images of 640 × 640 px.

Device Un-optimized Optimized

Intel Core 2 Duo Merom 2.4GHz 9.03 fps 16.37 fps
Intel Atom 1.6GHz 2.59 fps 5.48 fps
GMA X3100 GPU 500MHz 1.04 fps 5.75 fps

Table 2. Performance of SIFT (Lowe, 2004) implementations in low-power devices for images
of 640 × 640 px. See (Murphy et al., 2009) for details.

Device Power (W) Cost ($) Time-to-Market (months)

nVidia GeForce GTX 280 236 N.S. 2 (1 persons)
nVidia GeForce GTX 580 244 499 2 (1 persons)
Xilinx Virtex4 xc4vfx100 7.2 2084 15 (2 persons)
Xilinx Virtex5 xc5vlx330t 5.5 12651 12 (2 persons)

Table 3. Main GPU and FPGA costs for optical flow, stereo and local image features
implementation. See (Pauwels et al., 2011) for complete details and performance results.

Device Cores (used/aval.) Performance (s) Cycles-per-pixel

Intel Core i7 940 2.93GHz 4/4 (8 threads) 13.7 357993
SCAMP-3 Visual Processor 16384/16384 0.230 8950
Xilinx Spartan-3 sc3s4000-5 90/90 1.349 14070
Xilinx Virtex-6 xc6vlx240t-1 192/192 0.080 3425

Ambric Am2045 MPPA 125/360 0.0087 742

Table 4. On-chip retinal vessel-tree extraction (hardware-oriented algorithm) on different
platforms. See (Nieto et al., 2011) for complete performance analysis. Note: the algorithm was
slightly adapted for SCAMP-3 and substantially lightened for Ambric Am2045. The FPGA
implementation was carried out faithfully the original algorithm. Virtex-6 results are an estimation.

Looking ahead

The progress of new technologies, marked by Moore’s Law allows increasingly integration
density. More hardware resources, with higher clock frequencies, are available for the
designer. However, although the ultimate goal is to increase the performance, other
parameters come into play. Nowadays, one of the critical trade-offs is power consumption,
directly related with energy efficiency and power dissipation, some of the most decisive
limitation design constraints (Kim et al., 2003).
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Power consumption is driven by two sources, dynamic and static. Static consumption is a result
of the leakage current and it refers when all inputs are held so the circuit is not changing state.
On the contrary, the dynamic term refers to the circuit switching at a given frequency. This
power is dominated in today CMOS circuits, being directly proportional to frequency. This
is one of the capital reasons why the semiconductor industry moves from a race for frequency
to a race for parallelism. In recent years, the industry is making a big effort to increase the
parallelism of most devices to keep the performance increase rate. Apart from more arithmetic
units, leading architectures integrate more systems previously contained on separated circuits,
as microcontrollers or GPUs. To achieve these results, it is still necessary to scale down the
transistors. In this sense, the advent of emerging technologies like CMOS-3D (Philip Garrou,
2008) will permit to integrate heterogeneous functions on the same monolithic solution more
easily. A vision-oriented ASIC could integrate the image acquisition stage to an eventual
processor. At the same time, more conventional solutions as PCs or FPGAs would yield large
parallelization using this and other advances such as the Tri-Gate technology (Intel, 2011).
However, this involves problems as the increment of leakage currents, thereby increasing
static power consumption, not negligible at all nowadays (Koch, 2005) (Kim et al., 2003). In
addition, new manufacturing methods are more expensive because the yield is lower and
more time is needed to discount the investments. Or equivalently, it is necessary to sell more
devices to continue growing at the rate set by Moore’s Law.

Conventional microprocessors are in the leading edge of evolution. There is a large market
which justifies large investments in R&D to meet the growing needs of consumers, especially
by large increase in media consumption. This way, it is now possible to find low-cost multicore
microprocessors. It is expected that the current evolution towards a greater number of cores
will be maintained but increasingly including more elements previously located on external
chips, reducing the bottleneck when communicating with off-chip elements (Singhal, 2008).
New parallel computing techniques need to be developed to take advantage of the available
multithreading capabilities.

PCs also benefit of GPU capabilities. GPU performance grows at a higher rate than
microprocessors. As they are very specialized devices, although featuring general purpose
computing, the technical improvements in the semiconductor industry are clearly more
beneficial. As discussed previously, there are available hardware resources to increase
the parallelism and enhance the datapath pipeline. Leading GPUs have more than 1000
processing units and high speed and bandwidth memories. It is also possible to combine
multi-core GPUs to work together, achieving a very large throughput. Still, their major
disadvantage is being the power consumption. New architectures are taking advantage of
the fixed-function hardware to improve area usage and power efficiency. GPU design will
focus entirely on improving GPGPU computing (Brookwood, 2010a).

DSPs are also moving to multicore architectures. As specialized microprocessors, they
can take advantage of all the improvements in the consumer market, both in hardware
and software improvements such as compilers or other optimization techniques. Although
competitors are strong, DSP will continue to be used because they lead to compact circuit
boards, lower power consumption and cost, if the appropiate device is selected based
on the application requirements. In addition, the benefits of the extensive experience in
DSP development, with shorter time-to-market thanks to the very optimized compilers and
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libraries. This is specially relevant in embedded applications, to take advantage of the
multi-core capabilities of modern DSPs. This way it is possible to integrate several DSP cores,
each one optimized for a specific task, on a single chip (Friedmann, 2010). Low-power devices
which still keeping reasonable performance are fundamental in handled and portable devices,
where traditional microprocessors are not suitable.

Microprocessors and GPUs tend to converge on a single chip. Apart from the obvious
benefits of integration, reducing cost, size, power consumption, the performance will increase
because the reduction of off-chip communications. In addition, architectures as AMD Fusion
integrate in the same units 3D acceleration, parallel processing and other functions of
GPUs (Brookwood, 2010b). On the other hand, mobile microprocessors are becoming more
important. These microprocessors embed very low-power GPUs and auxiliary DSP units for
co-processing in the same chip (NVIDIA, 2011).

Programmable systems, not only FPGAs, are able to get the same performance as recent
past ASICs, keeping time-to-market and non-recurring engineering costs lower compared to
custom ICs. As discussed previously, FPGAs are between software and hardware solutions.
Modern FPGAs experienced a large increase in hardware resources, both in dedicated units
and logic cells. High-level programming languages are another major reason why FPGAs
are becoming increasingly competitive, specially when dealing with complex FPGAs and to
maintain and keep the designs portable (Singh, 2011). Nowadays these devices can address
complete SoCs, integrating memory and IO controller natively. Manufacturer roadmaps show
their inclusion in a very near future and it is expected a big leap in performance and flexibility
(DeHaven, 2010).

4. Summary and conclusions

The large variety of Computer Vision applications makes difficult to classify them into tight
categories. As a result, it is extremely difficult to design a unique hardware architecture
which handle efficiently all processing stages of any Computer Vision algorithm. In the
literature there are available several studies where different platforms are tested under the
same conditions (Asano et al. (2009); Baumgartner et al. (2009); Kisacanin (2005); Wnuk
(2008)). They show that to tune-up is key for performance and that new parallel computing
techniques are a requirement to exploit parallel devices. However, the increase of the market
makes investment in new platforms that implement different algorithms a necessity.

The most accessible platform is a Personal Computer equipped with a GP-capable GPU.
As test or final platform, it cuts down developing time and costs. GPUs give enough
performance for most intensive tasks, while using the CPU multimedia extensions it is
possible to meet the requirements in the other stages. In addition, they include all necessary
elements for user IO, communication, storage and information display. The availability of
models is large enough to select the adequate platform according to the application trade-offs.
When CPU performance is not adequate, DSPs are a serious alternative. In addition, it
becomes almost mandatory when dealing with embedded devices without compromising
performance, where power consumption and form factor are very restrictive. They are
widely used for prototyping custom ICs but FPGA-based applications have their own niche.
Integration and high flexibility besides a large number of available IP Cores allow to drop NRE
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costs. Although all devices described in this chapter are ASICs, they were not conceived for
an unique application. To lower costs, the manufacturer expands their range of application
although it is possible to find families specialized in specific tasks. But there are available
devices very specific for critical tasks, where the requirements are very tight and any other
device complies with them. Flexibility is complete and there is not restriction to employ
cutting-edge technologies which are not available in commercial devices until a near future.

Almost all Computer Vision applications need to face all processing stages in a lesser or a
greater degree. Generally, this leads to implement efficient mechanisms to tackle massively
spatial parallelism, mixed spatial and temporal parallelism and sequential processing. Each
stage matches with a level of processing so all mechanisms have to be implemented in most
applications. Low-level stages benefit of massively parallelism with simple data distribution
systems as operations. When the data abstraction level grows, during mid-level tasks, more
information about the problem is required by the algorithms increasing their complexity. This
leads to complex architectures, where information distribution and sharing makes difficult to
exploit spatial parallelism, although it is usually present. Task-parallel architectures are able
to exploit better their possibilities. Low and mid-level processing stages can be implemented
in pure hardware solutions because they often implement kernel operations. However,
high-level is closer to software and designers can take advantage of this to build complex
systems easier by using general purpose processors. In addition, the device which performs
the image processing related tasks needs to communicate or to control other devices. This
is not strictly related with the Computer Vision domain but it is clearly a requirement in the
final solution. In this case, the use of a general purpose processor is beneficial because it allows
easier control and it increases the flexibility of the whole system.

Although it is almost impossible to develop a system able to run all operations in an optimal
way due to the rich nature of the Computer Vision applications, it is desirable to provide the
capability to perform any operation. The design must be scalable to adapt it to the specific
needs of each application. This way, a product ranging from low to high-end devices can be
easily built. The internal architecture should be also modular, so that from a basic outline more
features could be added without dramatic changes. In general, a high-end microprocessor is a
requirement to manage complex operations and communications between the system and the
external components of the complete system. An on-chip SIMD-MIMD hybrid co-processor
would tackle the most expensive computation, reconfiguring its internal interconnections
according to the current task. Embedded high-speed memory controllers are also key to
reduce the data-access bottleneck. All these elements, together, are able to face efficiently
most of the situations described throughout this chapter.
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