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Attention Alters Feature Space in Motion Processing
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Attending to a particular feature modulates the activity of neurons throughout the visual field with the result that relevant features are
enhanced while irrelevant features are suppressed. Do these modulatory influences merely lead to a gating of relevant features, or does
attention have a direct impact on the representation of feature space, leading to a different percept depending on the content of attention?
We observed that direction estimates of the static motion aftereffect drastically change when human observers attend to a stimulus whose
motion direction differs from the one of the adaptor. This observation suggests that feature-based attention might operate by local
magnifications of feature space between relevant and irrelevant features.

Introduction
Visual attention refers to our ability to focus on only a small
part of the vast amount of information obtained from our
visual environment. The neural basis of this ability relies on
gain control, that is, mechanisms that alter the input– output
ratio of individual neurons in visual brain areas. Attending to
a particular location in visual space enhances neural responses to
stimuli presented at this location, known as spatial attention (for
review, see Reynolds and Chelazzi, 2004). Similar effects have
been reported if attention is directed toward a specific, nonspatial
attribute (Chelazzi et al., 1993, 1998; Motter, 1994a,b; Treue and
Martínez Trujillo, 1999; Martinez-Trujillo and Treue, 2004;
Bichot et al., 2005). This feature-based attention is proposed
to operate globally throughout the whole visual field, that is,
the activity of neurons is enhanced if their tuning characteris-
tics match with the attended feature even if their receptive
field location is distinct from the present focus of spatial at-
tention. Moreover, these modulations are found whether the
attended feature is currently present or not. For instance,
Chelazzi et al. (1993, 1998) reported that the activity of infe-
rior temporal cortex neurons was higher if the monkey had to
remember a preferred stimulus than if it had to remember a
less preferred one. Similarly, Treue and Martínez Trujillo
(1999) demonstrated that the response of direction-selective
neurons in the middle temporal area (area MT) to their pre-
ferred direction was enhanced, relative to a neutral condition,
if the monkey attended to the same direction of motion that
was presented outside the receptive field of the recorded neu-
ron. Furthermore, the response to the preferred direction was
suppressed if the monkey attended to the anti-preferred direc-
tion of the recorded neuron.

Related effects have also been observed in humans. In Saenz et
al. (2002), the general design used by Treue and Martínez Trujillo
(1999) was adapted and used in a functional magnetic resonance
imaging study, replicating their findings in terms of the strength
of the hemodynamic response. Furthermore, Boynton et al.
(2006) demonstrated that the motion aftereffect measured at a
stimulus location different from the attended stimulus was stron-
ger if both stimuli shared the same than if they had the opposite
direction of motion. Finally, in Sàenz et al. (2003), subjects had to
detect a change in speed of two spatially separated motion stim-
uli. Detection performance was significantly better when both
stimuli moved in the same rather than in opposite directions.

While the above-described observations are in accordance
with a global upregulation and downregulation of the neural rep-
resentation of features according to the feature similarity gain
model of attention (Treue and Martínez Trujillo, 1999), it re-
mains unknown whether feature-based attention has a direct im-
pact on feature space. That is, does feature-based attention
merely scale the population response, resulting in a more active
representation of relevant features without altering their identity,
or does it in addition alter the encoded feature at the level of
neural populations?

Materials and Methods
If feature-based attention indeed alters feature space, the static motion
aftereffect (SMAE) caused by an unattended motion stimulus will change
when attention is directed to a different direction of motion (Fig. 1A).
The SMAE is the consequence of viewing a moving pattern for a pro-
longed period and designates the experience of motion while observing a
stationary pattern. Thereby, the perceived direction of the stationary
pattern points in the opposite direction of the moving pattern, due to an
unbalanced population response to the stationary pattern presumably
caused by neural adaptation of motion-sensitive cells preferring the pre-
viously viewed direction of motion (for review, see Mather et al., 2008).
We will use this relationship to infer the direction of motion that was
encoded by the neural population. We hypothesize that attending to a
certain direction of motion will alter the encoded motion direction of an
additional dissimilar stimulus, resulting either in an attraction toward or
a repulsion away from the attended direction. However, if both stimuli
share the same direction, no change in the encoded direction of the
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unattended stimulus should be observed as indicated by the measured
SMAE, given that both are encoded veridically or at least equally.

Main experiment. While maintaining central fixation subjects at-
tended to a peripheral random-dot kinematogram (RDK), which we
will refer to as the “target.” Simultaneously, a second RDK was presented
in the opposite hemifield, which we will call the “adaptor” (Fig. 1 B).
While ignoring the adaptor, the subjects’ task was the detection of a small
recurring luminance change of the target. After an adaptation period, the
target disappeared and the adaptor stopped moving, providing the station-
ary test pattern, that is, a stationary random-dot cloud with identical char-
acteristics to the RDK except for the motion, to determine the subjects’
perceived aftereffect. Two types of main trials were conducted. In so-called
“same-trials,” target and adaptor always moved in the same direction. In
“different-trials,” the target always moved upward while the adaptor moved
in a different direction (Fig. 1C).

Four subjects (S1, . . . , S4), two female, with normal or corrected-to-
normal vision volunteered in the experiments. With the exception of S2,
who was one of the authors, all subjects were naive with respect to the
purpose of the study. Subjects were instructed to attend to the target’s
motion direction. This task was supported by letting the subjects detect a
luminance change of the target. In fact, we regard the instruction to
focus attention on the motion direction as the crucial manipulation
with respect to the goal of the study, while the luminance detection
was primarily used as an indicator to infer the direction of subjects’
space-based attention. Before the experiment, subjects were made
familiar with the SMAE in both central and peripheral viewing con-

ditions using the same stimuli as described
below with 100% coherence.

In the main experiment, the target RDK
consisted of 100 and the adaptor RDK con-
sisted of 200 white dots with 100% and 50%
coherence, respectively. Note that the coher-
ence of the adaptor was reduced to decrease the
population response (Britten and Newsome,
1998) since, for reasons described in supple-
mental material, section 1.1 (available at www.
jneurosci.org), we hypothesize that the
strength of the feature-based attention would
be inversely dependent on the strength of the
bottom-up driven activity. Dots of both RDKs
were 0.28° in diameter, had a luminance of 85.6
cd/m 2 (MINOLTA LS-110), and moved in a
circular aperture of 8° in diameter with a veloc-
ity of 7.6°/s. The random part of the adaptor
changed direction every two frames. All dots
had unlimited lifetime as long as they stayed
inside the aperture. When a dot left the aper-
ture, it was randomly placed at a new position
at the border, and it was ensured that the dot
would move inside the aperture again. The ap-
ertures were centered 9° left and right to a small
(0.37° in diameter) red fixation point with a
luminance of 20.2 cd/m 2 placed in the center of
the screen on a black background with a lumi-
nance of 2.2 cd/m 2. Stimuli were presented on
a cathode ray tube monitor (EIZO FlexScan
F930) of 40 cm in width and 30 cm in height
with a resolution of 1856 � 1392 pixels and 85
Hz driven by an NVIDIA GeForce 7300 GT
graphic card placed in a Mac Pro 1.1. Stimuli
were generated with customized software pro-
grammed in C using OpenGL. Subjects were
placed 53 cm in front of the monitor. A chin
rest was used to stabilize the head. The room
was dimly illuminated with 5 lx.

A single trial was structured as follows. To
cue the target direction, the RDK to be at-
tended was first presented centrally for 5 s. Af-
ter the presentation of a blank (1 s), a small red
arrow cued the attended site for 2.5 s. After

another blank (1 s), the fixation point appeared, and 1 s later both target
and adaptor were shown. To support the verbal instruction of directing
attention to the target motion across multiple trials, subjects were also
required to detect a luminance change. After 1.75 s, the luminance of the
target was decreased in half of the detection trials for 0.25 s. A short
auditory response cue was provided 1.25 s later. After the response of the
subject, by pressing one of the two mouse buttons, feedback was given by
the same auditory cue for a correct answer and the next detection trial
was started. After 20 of these detection trials (end of adaptation period
with an average duration of 68 s), the target disappeared and the adaptor
stopped moving, thereby providing the stationary test pattern. If the
subjects perceived an aftereffect, they indicated its direction by a mouse
click relative to the fixation point. Note that this rather long adaptation
period was chosen to obtain a high number of trials with perceived after-
effects. After a blank of 2.5 s, the next trial began. During three consecu-
tive trials, the direction of the target and the adaptor never changed. The
same is true for the attended site. Note that if detection performance of
the luminance change as determined across these three adaptation trials
fell outside a predefined range of 1.35 � d� � 2.56, which corresponds to
unbiased percentage correct range of 75% � p(c)max � 90%, all three re-
sponses were discarded. The initial value of the luminance change was
obtained with the method of constant stimuli for each subject, where the
value corresponding to d� � 1.69 was chosen. If performance fell outside
the predefined range, these values were adjusted in small steps. Informa-
tion regarding the size of the luminance changes is shown in supplemen-

Figure 1. Hypotheses, stimuli, and experimental protocol. A, Illustration of the motion aftereffect and hypotheses. From left to
right: Viewing a given direction for a prolonged time leads to the subsequent perception of motion in the opposite direction. If two
motion patterns with the same direction are within the visual field, attending to one of them should not systematically alter the
encoded direction of the other. However, if the motion direction in both patterns differ, directing attention two one of them should
alter the encoded direction of the other and thus cause a change of the motion aftereffect, which was used in this study to infer the
encoded direction. B, Illustration of RDKs used in the experiment. The yellow circle indicates the attended target RDK. The circle was
not present in the experiments. C, In different-trials, the target was always directed upward (0°), while the dots in the adaptor were
moving in a different direction. In same-trials, both target and adaptor were moving in the same direction. Yellow circles indicate
the attended site. The initial cue provided the subjects information about the target motion direction. During the adaptation
period, the subjects’ task was the detection of a recurring luminance change as illustrated in the lower right. During the so-called
signal-plus-noise trials (SN-trials), the luminance of the target RDK changed. In so-called noise trials (N-trials) the luminance of the
target remained constant. After multiple detection trials in the prolonged adaptation period, the static test pattern was presented.
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tal Table S1 (available at www.jneurosci.org as supplemental material).
After a 3 min break, the attended site was changed and the direction of the
target and the adaptor was also changed. Note that this rather long period
was chosen to avoid transfer effects of adaptation across conditions and
to give subjects time to recover, since the task was experienced by all
subjects as quite exhaustive. An experimental session consisted of 18
trials lasting �50 min.

Same-trials and different-trials were randomized within and across
sessions. In same-trials, both target and adaptor had the same direction.
In different-trials, target direction was always upward (0°), and as in
same-trials, the direction of the adaptor was randomly selected out of 10
possible directions (�135°, �112.5°, �90°, �67.5°, �45°, 45°, 67.5°, 90°,
112.5°, 135°). For S1, the adaptor was always directed outward with re-
spect to the fovea, and for all other subjects, it was directed inward. Note
that only for S1 and S2 were all directions used. S3 and S4 performed a
subset consisting of �67.5° and 67.5°.

To test whether the encoded direction does not change for the same-
condition, as hypothesized, we conducted an additional “baseline condi-
tion.” This was done because the observed SMAEs of the same-condition
often deviate from a veridical representation of the adaptor RDK’s direc-
tion. The baseline was measured in separate sessions. Instead of detecting

a luminance change, subjects had to simply indicate the direction of the
target RDK. The general procedure was the same as described above with
the exception that the central presentation of the target direction and the
3 min break were omitted. Furthermore, instead of lasting for �1 min as
in both the same- and different-conditions, a trial was finished as soon as
the subjects responded, usually after a few seconds.

In total, the whole experiment lasted over several weeks until for each
subject 15 measures were available for each direction in all types of trials.
Altogether, �50 h of measurement were required. Approximately 22%
of all the trials in the same- and different-conditions were excluded be-
cause the detection performance of the subjects fell outside the pre-
defined range. The performance of the subjects is shown in supplemental
Table S2 (available at www.jneurosci.org as supplemental material).
From the remaining trials, a further 10% had to be excluded because
subjects indicated that they did not perceive an aftereffect. Finally,
�0.01% of all these trials were identified and excluded as outliers, that is,
the indicated direction fell outside the region of �2.5 SDs around the
respective mean. The results are summarized in Figure 2 and supplemen-
tal Table S3 (available at www.jneurosci.org as supplemental material).

Control experiment 1: contrast dependency. In this control experiment,
we tested the influence of contrast on the observed effect using a high-

Figure 2. Dependency of the SMAE on the similarity of the attended stimulus and the adaptor. A, Perceived direction of SMAE for two subjects for six adaptor directions (�135°, �90°, �45°,
45°, 90°, 135°). For S1, the adaptor was always directed outward with respect to the fovea, and for S2, it was always directed inward. The panel at each of the six adaptor directions indicates the
presented motion directions in the same- and different-conditions. Mean baselines for each direction are indicated by the dashed blue lines. Mean SMAEs from same-trials are indicated by the solid
blue lines. Mean SMAEs of different-trials are indicated by the red lines. For better readability, the indicated SMAEs are transformed to the direction of motion that would have caused them, assuming
a simple reversal (Fig. 1 A). The colored region around the respective means represents 95% confidence intervals. Arrows denote the differences between the same-condition and the different-
condition. Asterisks indicate statistical significance. Yellow circles denote the attended target RDK. B, Results for all subjects (�67.5°, 67.5°). For S1, the adaptor was always directed outward. For
all other subjects, it was directed inward. Mean SMAEs of different-conditions are indicated by red squares. Mean SMAEs of same-conditions are indicated by blue squares, and mean baselines are
indicated by blue diamonds. SMAEs are shown as the unsigned direction that would have caused them. Dashed blue lines indicate the unsigned adaptor direction, and dashed red lines indicate the
attended direction. Error bars denote 95% confidence intervals.
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contrast and a low-contrast condition. That is, we wondered whether the
strength of the observed effect depends on stimulus contrast, as is sug-
gested by electrophysiological experiments (Reynolds et al., 2000;
Martínez-Trujillo and Treue, 2002). In these studies it was reported that
the influence of spatial attention on the gain of single cells diminishes for
high-contrast stimuli. If a related mechanism is working in the feature-
based domain as well, we predict less pronounced distortions of the
population response for high-contrast than for low-contrast stimuli and
thus a reduced difference of the perceived aftereffect between the same- and
different-conditions.

Subjects S2 and S3 participated in this control experiment. The general
procedure and the task were identical to the main experiment, but here,
both stimuli had a coherence of 100%. This was done to exclusively test
the influence of stimulus contrast on the observed effect. Given equal
coherence, a low-contrast stimulus should evoke weaker responses than
a high-contrast stimulus. In the high-contrast condition, the dots of the
target and the adaptor were white with a luminance of 85.6 cd/m 2 on a
black background (2.2 cd/m 2), resulting in a Weber contrast of 37.91 for
a single dot and for the whole RDK in a root mean square (RMS) contrast
(Moulden et al., 1990; Seitz et al., 2006; Martínez-Trujillo and Treue,
2002) of 35.87. In the low-contrast condition, the dots of the target were
also white with the same luminance as stated above, but the dots of the
adaptor were gray with a luminance of 5.2 cd/m 2, resulting in a Weber
contrast of 1.36 and a RMS contrast of 1.29. Two directions (�67.5°,
67.5°) were used. Information about the size of the luminance change in
the detection task is given in supplemental Table S4 (available at www.
jneurosci.org as supplemental material). Approximately 20% of all the
trials were excluded because the luminance detection performance of the
subjects fell outside the predefined range (see above, Main experiment).
The performance of the subjects is shown in supplemental Table S5
(available at www.jneurosci.org as supplemental material). Less than
0.02% of the remaining trials were identified and excluded as outliers,
that is, the indicated direction fell outside the region of �2.5 SDs around
the respective mean. The results are summarized in Figure 3 and supple-
mental Table S6 (available at www.jneurosci.org as supplemental
material).

Control experiment 2: unattended motion. In this control experiment,
we tested whether there is still a difference between the same-condition
and the different-condition when attention is withdrawn from the target.
This was done to exclude an interpretation of our results that is based on
a simple weighting of both stimuli as would be predicted by the biased
competition framework (Desimone and Duncan, 1995) if both stimuli
were processed by the same population of neurons.

Subjects S2, S3, and S4 participated in this control. Both the general
procedure and the stimuli were identical to the main experiment. The

initial presentation of the to be attended target
direction was replaced by a blank of the same
duration (5 s). Instead of detecting a lumi-
nance change of the target, subjects looked for
a luminance change of the central fixation
point while ignoring both RDKs. The fixation
point was white with a luminance of 85.6 cd/
m 2. The magnitude of the luminance change
required central fixation, that is, it was assured
that detection performance was at chance level
if the subject fixated one of the two RDKs. The
luminance change was 8.4 cd/m 2 for S2 and S3,
and 12.7 cd/m 2 for S4. The performance of the
subjects is shown in supplemental Table S7
(available at www.jneurosci.org as supplemen-
tal material). Approximately 5% of all the trials
were excluded because subjects indicated that
they did not perceive an aftereffect. No outliers
were detected. The results are summarized in
Figure 4 and supplemental Table S8 (available
at www.jneurosci.org as supplemental
material).

Statistical analysis. Since the variability of the
data is reasonably low (SD � 5.57, SD SD� �
3.19, min � 1.27, max � 18.48), ordinary sta-

tistics were used. It is assumed that all measurements are statistically
independent. For all comparisons, Welch’s generalization of the inde-
pendent two-sample t test for unequal variances was used. All tests were
conducted two sided. The test-wise �� level was adjusted due to Bonfer-
roni correction so that �� � �/m, where m is the number of comparisons
and � � 0.05. The global null hypothesis is rejected if there exists at least
one out of m multiple comparisons that is significant at the adjusted ��
level.

In the main experiment, we tested separately for all subjects whether
there was a statistically significant difference in the indicated SMAE di-
rections between the same-condition and the different-condition and
whether there was a difference between the same-condition and the
baseline. This was done for all directions, consisting in each case of 10
comparisons for S1 and S2 (�� � 0.005) and 2 comparisons for S3 and S4

(�� � 0.025). Statistics are summarized in supplemental Table S3 (avail-
able at www.jneurosci.org as supplemental material).

In control experiment 1, tests were conducted to determine whether
there was a difference between the same-condition and the different-
condition for the high- and low-contrast conditions or between the
different-conditions of the high- and the low-contrast conditions. In
each case, two comparisons were made per subject. Statistics are summa-
rized in supplemental Table S6 (available at www.jneurosci.org as sup-
plemental material).

In control experiment 2, we tested whether there was a difference
between the indicated SMAE directions of the same-condition and the
different-condition. For each subject, two comparisons were made. Sta-
tistics are summarized in supplemental Table S8 (available at www.
jneurosci.org as supplemental material).

Model. To explain the observed results, a “simple model” was set up in
which the impact of attention on the population response was simulated.
The model can be considered as a static, simplified version of earlier
formalizations (Hamker, 2005, 2007). Thereby, the influences of atten-
tion were simulated in explicit terms. In general, feature-based attention
is assumed to modulate the gain of individual neurons via feature specific
feedback. This feedback is likely a combination of several signals origi-
nating at several stages in the cortical hierarchy ranging from high-level
prefrontal to more low-level areas (Hamker, 2004).

Let F � [0, 2�) be the feature space. Tuning curves are described by
Gaussian functions located in F. For a given stimulus, the unmodulated
or input activity r in of the ith cell is as follows:

ri
in � b0 � b1 exp�� �i

2

2	�TC
2�

Figure 3. Contrast dependency of the SMAE. For both subjects the adaptor (�67.5°, 67.5°) was always directed inward with
respect to the fovea. For the high-contrast condition, mean SMAEs of different-conditions are indicated by red triangles and mean
SMAEs of same-conditions are indicated by blue triangles. For the low-contrast condition, mean SMAEs of different-conditions are
indicated by red squares and mean SMAEs of same-conditions are indicated by blue squares. Dashed blue lines indicate the
unsigned adaptor direction, and dashed red lines indicate the attended direction. Error bars denote 95% confidence intervals. For
both subjects, differences between the same-condition and the different-condition are statistically significant in the high- and
low-contrast conditions as indicated by asterisks. The low-contrast condition results in a significantly stronger attraction than the
high-contrast condition.
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�i � 		 pS � ci
TC � �
 mod 2�
 � �,

with � � [��, �). The preferred direction,
that is, the center of the tuning curve in feature
space, is denoted by ci

TC � F. The direction of
the stimulus is denoted by pS � F. The width of
the tuning curve is determined by �TC � 0.52,
b0 � 1 is the baseline activity, and b1 � 10
determines the height of the Gaussian. Note
that cells have a bandwidth of 68°, which is the
average bandwidth of motion selective cells as
measured in V1 (Albright, 1984), as deter-
mined by the half-maximum width after sub-
traction of the baseline activity b0.

The influence of attention on the population
response is formalized as a difference of Gaus-
sians, as follows:

ai � exp�� �i
2

2	�A
2� � c exp�� �i
2

2	3�A
2�
�i � 		 pi � cA � �
 mod 2�) � �,

where cA � F denotes the attended direction and pi is the position of the
ith cell in F. The extend of the central excitatory and the surrounding
inhibitory region is determined by the constant c and by �A, which was
set to �A � 0.52 for S1 and �A � 0.48 for S2. Note that c � 0.9 for subject
S1 and c � 0.8 for subject S2. Further note that a simple Gaussian profile
with central excitation and surrounding inhibition is inconsistent with
the observed results, since it can account for attraction but not for the
repulsion effect (see supplemental Fig. S2, available at www.jneurosci.org
as supplemental material).

Finally, the modulated response ri
gain of a given cell i is as follows:

r i
gain � ri

in 	1 � w ai
,

where w is a weight that was determined by the data (w � 4 for subject
S1 and w � 2.5 for subject S2). Note that if r i

gain � 0, then it was set to
r i

gain � 0. For the simulations, the whole population consisted of 360
cells that were equally spaced in F.

With the above-described model, we are now able to simulate a pop-
ulation response for a given direction of motion for both the modulated
and unmodulated conditions. To decode the direction represented by the
population response, we computed the population vector of the neural
activity in F as follows:

x � �
i

r i
gain cos 	ci

TC)

y � �
i

r i
gain sin 	ci

TC).

The decoded direction is then given in Cartesian coordinates by the
vector v � (x, y). For an overview of decoding methods, see, for example,
Seung and Sompolinsky (1993) and Salinas and Abbott (1994).

We obtained the parameters by fitting the model to the data of
subjects S1 and S2 to provide a qualitative explanation of the observed
effect. Therefore, fitting was done initially by hand, followed by a
more sophisticated exploration of a restricted part of the parameter
space. Furthermore, to keep the description as simple as possible, we
did not account for the apparent asymmetries of the data in the two
hemispheres (see Fig. 2 A).

For the illustration of the tuning curve shifts, a second population of
cells was simulated. These cells pool the activity of the first population in
feature space, that is, they are driven by a simple weighted sum of afferent
responses (Rust et al., 2006). The bandwidth of the tuning curves of the
second population is 83°, which is the average bandwidth of motion
selective cells as measured in MT (Albright, 1984). The modulated
(w � 0) and unmodulated (w � 0) tuning curves were normalized
after the subtraction of the baseline, which was in this case defined as the
minimal activity of a given tuning curve. Processing capacity is defined as
the number of tuning curves nTC for which the response to a given

direction exceeds half of the maximum activity of the respective cell
[please refer also to Hamker et al. (2008) for the concept of processing
capacity] and �nTC is the change in capacity in the modulated case with
respect to the unmodulated one. For the reported simulations (Fig. 5F ),
the parameters of S2 were used. Note that the same is true for the reported
distortions of the population response (Fig. 5C,D).

Finally, as stated in the Introduction, feature-based gain modulations
have been also reported during remembering previously attended fea-
tures (Chelazzi et al., 1993, 1998). Thus, the model was extended to
simulate additional gain modulations that might occur during the per-
ception of the SMAE after the adaptation and thus would potentially be
able to influence the perceived SMAE direction (see supplemental mate-
rial, section 1.2, available at www.jneurosci.org). While this does not
change the general assumption that feature-based attention is able to
alter the represented direction of a motion stimulus already during the
encoding, it has implications for the assumed gain profile. That is, sim-
ulating an additional gain modulation allows the “extended model” to be
fitted to the data using a simple Gaussian modulatory signal consisting of
central excitation and lateral inhibition as reported by Martinez-Trujillo
and Treue (2004).

Results
We observe that attending to a peripherally presented direction
of motion dynamically alters the direction of the SMAE, indica-
tive of a change in the representation of the unattended stimulus
in feature space. For a given adaptor, the perceived direction of
the SMAE can deviate �30° from the expected direction. Figure 2
summarizes our main results. Note that the indicated SMAEs are
transformed to the direction of motion that would have caused
them, that is, the stimulus representation in the adaptation phase,
assuming a simple reversal (Fig. 1A).

As is apparent in Figure 2, SMAEs of the same-condition often
deviate from veridical but are often close to the baseline, that is,
the perceived direction of the target when no additional task was
required. When the motion direction of the adaptor differs from
the one of the target (different-condition), however, attention to
the target changes the encoded direction for the adaptor. Take
subject S1 for example (Fig. 2A): when the adaptor motion is to
the left (�90°), attending a target with leftward motion indicates
that the encoded adaptor motion is also leftward. The encoded
motion of the same physical stimulus, however, drastically
changes to approximately �60° when attention is directed to a
target with upward motion.

Two patterns are observed, attraction and repulsion. For
adaptor directions differing up to 90° from the target direction,
the resulting SMAEs seem to arise from adaptor directions being

Figure 4. Results of the unattended motion condition. Subjects attended to the fixation point as indicated by the yellow color.
For all subjects, the adaptor (�67.5°, 67.5°) was always directed inward with respect to the fovea. Mean SMAEs of different-
conditions are indicated by red squares. Mean SMAEs of same-conditions are indicated by blue squares. Dashed blue lines indicate
the unsigned adaptor direction and dashed red lines indicate the attended direction. Error bars denote 95% confidence intervals.
For all subjects, none of the differences between the same-condition and the different-condition are statistically significant.
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closer to the target than they actually are, that is, they are at-
tracted. This can be seen for the �90°, �45°, 45°, and 90° adaptor
directions in Figure 2A and for both adaptor directions (�67.5°
and 67.5°) in Figure 2B. For adaptor directions farther away
from the target, we find the opposite, that is, the adaptor
directions are repelled with respect to the target, as can be seen
for the �135° and the 135° adaptor direction in Figure 2A. Thus, the
distance in feature space between attracted and repelled directions is
increased.

Although there seems to be a trend of the measured baselines
to lie below the SMAEs of the same-condition (Fig. 2B), they do
not reach statistical significance (see Material and Methods for
statistical details), with the exception of subject S4. The signifi-
cant deviations for S4 suggest that feature-based attention leads to
a change of the encoded direction dependent on the actual neural
representation rather than the direction that is inferred by the
physical properties of the stimuli. Given the physical properties,
one would not expect a difference between the baseline and the
SMAEs of the same-condition. However, for S4 the encoded di-
rection does largely deviate from veridical if both motion stimuli

are unattended (Fig. 4). In the attended
cases, they seem attracted toward the per-
ceived direction of the attended target and
are thus represented closer to veridical. Re-
gardless, for all subjects all SMAEs of the
different-condition do significantly deviate
from their respective SMAEs of the
same-condition.

It seems unlikely that a response bias
can account for the observed pattern of
attraction and repulsion. If there was a
simple tendency of subjects to indicate the
direction of the SMAEs as being closer to
the attended target, we should not have
found repulsion. Moreover, the magni-
tude of the effect inversely scales with the
contrast of the adaptor as revealed by a
control experiment in which we used
high-contrast and low-contrast adaptors
with 100% coherence (see Materials and
Methods). For both the high- and the low-
contrast conditions, we find significant
deviations, but the magnitude in the high-
contrast condition is significantly smaller
than the one in the low-contrast condi-
tion (see Fig. 3 and supplemental Table
S6, available at www.jneurosci.org as sup-
plemental material). Although not yet
tested in the feature-based domain, we in-
terpret this contrast dependency as sup-
port for an attentional explanation since
the magnitude of attentional effects has
been previously reported to rely on stim-
ulus contrast in the space-based domain
(Reynolds et al., 2000; Martínez-Trujillo
and Treue, 2002). Thus, if attention in
both domains is characterized by related
mechanisms at the single-cell level, we
predict that gain modulations induced by
feature-based attention will diminish for
high-contrast stimuli.

Another potential caveat for an expla-
nation based on feature-based attention

would arise if both target and adaptor were simultaneously pro-
cessed by a single population of cells with large receptive fields
covering both stimuli. If this were true, attention would simply
increase the contribution of the attended stimulus to the net
SMAE (Alais and Blake, 1999) as known from the biased compe-
tition framework (Desimone and Duncan, 1995). While this
again cannot explain the repulsion effect, it could be a possible
explanation for the observed attraction. Thus, a second control
experiment was conducted in which subjects had to detect a re-
curring luminance change of the fixation point and to ignore
both target and adaptor (see Materials and Methods). Given the
assumption that target and distractor are both processed simul-
taneously by the same cells, the biased competition framework
predicts that SMAEs in the different-condition lie somewhere in
between the SMAEs of the target and the adaptor. However, this
is not what we observe. Consistent with a feature-based attention
explanation, the data show that when subjects ignore the target,
the effect disappears and no significant differences between the
same- and the different-condition are observed (see Fig. 4 and
supplemental Table S8, available at www.jneurosci.org as supple-

Figure 5. Simple model. A, Tuning curves of sensory neurons located on a circle in arbitrary units (a.u.). The bandwidth of the
tuning curves is equal to the average bandwidth of motion selective cells measured in V1 (Albright, 1984). B, The net effect of
attention. Directions close to the attended direction (0°) are enhanced, while directions farther away are suppressed. C, Consistent
with experimental data (Martinez-Trujillo and Treue, 2004), the population response is sharpened as indicated by the half-
maximum response when the stimulus direction is equal to the attended direction. D, For a stimulus with a direction of �30°, the
population response is distorted, that is, the population vector of the neural activity is attracted toward the attended direction. E,
Indicated SMAEs of subject S1 and S2 for 10 directions (�135°, �112.5°, �90°, �67.5°, �45°, 45°, 67.5°, 90°, 112.5°, 135°)
denoted by the red squares shown together with the model fits (blue line) as a function of the veridical direction. Note again that
SMAEs are shown as the direction that would have caused them, assuming a direct reversal. While directions near the attended
direction (0°) are attracted, directions farther away are repelled. F, Exemplary tuning curve shifts of three model neurons. The
center of the unmodulated tuning curve is 40°, 70°, and 100° from top to bottom. While the center of the tuning curve shifts toward
the attended feature for tuning curves with unmodulated centers close to the attended direction, it is shifted away for tuning
curves with unmodulated centers farther away. This results in an increase of tuning curves that are processing the attended and the
opposite direction. However, since the tuning curves with preferred direction farther away from the attended direction are
suppressed, an effective increase in processing occurs at the attended direction, that is, tuning curves of neurons shift their
preferred direction such that the whole population preferentially processes the attended properties.
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mental material). Thus, we conclude that both stimuli are not
simultaneously processed by a single neural population with
large receptive fields.

Finally, our results are also unlikely to result from eye move-
ments as revealed by the analysis of the detection performance.
The most reasonable case of breaking fixation for subjects would
be to fixate the target to maximize the detection of the luminance
change. However, the subjects performed much better in the ex-
periments in which they were allowed to fixate the target than in
the experiments in which they were required to keep central fix-
ation (see supplemental material, section 1.3, available at www.
jneurosci.org). Consistent with this, a subsequently conducted
control in which eye movements were recorded revealed an av-
erage accuracy of 0.53° relative to the fixation point (see supple-
mental material, section 1.3, available at www.jneurosci.org).

Instead, our results can be explained by a class of models in
which properties of the attended stimulus are fed back to early
sensory areas and induce modulations of the population re-
sponse. Initially we will focus exclusively on gain modulations
during the adaptation phase (Fig. 5), which will be referred to as
the “simple model.” While such attentional gain modulations
relate to earlier models of feature-based attention (Hamker,
2006; Ardid et al., 2007; Reynolds and Heeger, 2009), feature-
based distortions of the population responses have not been ex-
plicitly predicted, except for a study simulating a masking
phenomenon known as feature inheritance (Hamker, 2007). The
general idea of this model is that the gain resulting from feature-
based attention is not uniform across the whole population, but
rather peaks around the attended feature, which in turn distorts
the population response such that it is effectively shifted toward
the attended feature (Hamker, 2007). Our present model evalu-
ation revealed that the net gain modulation ought to have a
center-surround profile that follows a difference of Gaussians,
that is, neurons that prefer directions close to the attended target
are enhanced while neurons that prefer directions farther away
are suppressed. Thus the strongest suppression is found for
neurons preferring intermediate directions with respect to the
attended one (Fig. 5B). Consistent with electrophysiological re-
cordings (Martinez-Trujillo and Treue, 2004), this results in a
sharpening of the population response if target and adaptor have
the same direction (Fig. 5C) as determined by the half-maximum
width of the response profile (see Material and Methods). For
adaptors close to the target, however, the gain modulation leads
to a distortion of the population in such a way that the population
vector is shifted toward the target direction (Fig. 5D). Similarly,
the vector of the population response to adaptors that lie in the
suppressive surround is shifted away from the target direction.
Altogether the distortions lead to local magnifications in fea-
ture space consistent with the response of the subjects (Fig. 5E).
While these effects already occur due to simple gain changes of
single neurons without shifts in the tuning curve, neurons that
compute a weighted sum of the distorted population response
ought to also alter their tuning properties, as predicted by the
model (Fig. 5F). Tuning curves that are located in feature space
close to the center of attention are attracted, whereas others lo-
cated farther away are repelled. However, due to the suppressive
effects surrounding the center of attention an effective increase in
processing occurs at the attended direction. Thus, the whole pop-
ulation preferably processes the attended feature. Furthermore,
such an increase in the number of neurons that are preferentially
processing a common part of feature space has been theoretically
shown to enhance coding accuracy (Abbott and Dayan, 1999;
Shamir and Sompolinsky, 2006).

So far we have only considered the possibility of gain modu-
lations during the adaptation phase, that is, the period during
which both the adaptor and target RDK were presented. How-
ever, additional gain modulations could take place during the
period during which the static RDK is shown and thus have a
direct influence on the SMAE. Such modulations might be caused
by the imagined target (Schlack and Albright, 2007) or in more
general terms by a persistent representation of an already van-
ished stimulus (Chelazzi et al., 1993, 1998). Thus, we extended
the simple model to simulate this possibility, that is, two subse-
quent gain modulations, one from feature-based attention dur-
ing the adaptation phase and the other in the SMAE phase caused
by the remembered target. Note that this “extended model” re-
quired us to explicitly simulate the static motion aftereffect (see
supplemental material, section 1.2, available at www.jneurosci.
org). As can be seen in supplemental Figure S4A (available at
www.jneurosci.org as supplemental material), this model is con-
sistent with the experimental observations as well. Furthermore,
in line with Martinez-Trujillo and Treue (2004), the fit was
achieved by assuming a simple Gaussian profile for both signals
(supplemental Fig. S4E,G, available at www.jneurosci.org as sup-
plemental material) instead of a difference of Gaussians as re-
quired for the simple model. However, the resulting gain profile
is substantially smaller than expected from the data of Martinez-
Trujillo and Treue (2004) (see supplemental material, section 1.4,
available at www.jneurosci.org), which might be due to task dif-
ferences as described in the Discussion. Furthermore, this model
predicts a strong collapse of feature space during the encoding
phase (supplemental Fig. S4B, available at www.jneurosci.org as
supplemental material). While this prediction might be due to
the specific assumptions made, for instance, the way we simu-
lated the SMAE in the light of insufficient electrophysiological
constraints, the collapse of feature space can be avoided with the
extended model by assuming a difference-of-Gaussian profile for
both modulatory signals (supplemental Fig. S4D,F,H, available
at www.jneurosci.org as supplemental material). Thus, given the
present uncertainties in the model assumptions, the extended
explanation of our observations can be considered as an alterna-
tive interpretation.

Discussion
Attention is well known to integrate features, allowing for a co-
herent percept (Lu and Sperling, 1995; Treisman, 2006). Our
study further reveals that in such an integration process, repre-
sented features are not fixed entities of the visual input, but rather
dependent on the attentional state. Feature-based attention alters
the neural representation of feature space as indicated by a
change in direction of the SMAE dependent on the attended fea-
ture in the adaptation phase. These observations conceptually
extend the feature-similarity gain model of attention (Treue and
Martínez Trujillo, 1999). At the level of single cells, attention does
still result in a simple scaling of the neural activity, which accord-
ing to the feature-similarity model depends on a gain factor as a
function of the similarity between the attended feature and the
preferred feature of the particular neuron. However, since these
changes in gain are not uniform, the modulations lead to distor-
tions at the level of the population response, which changes the
encoded feature. Thus, while previous experiments have only
reported an upregulation or downregulation of the neural popu-
lation response, which simply alters the strength of the encoded
entity (Treue and Martínez Trujillo, 1999; Saenz et al., 2002; Liu
et al., 2007), our observations suggest modulations of the popu-
lation response governed by the feature-similarity principle, that
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in addition enable the visual system to dynamically separate rel-
evant from irrelevant features, that is, to increase the distance of
the respective features in feature space. Furthermore, distorted
population responses lead to tuning curve changes in neurons
that are driven by these responses, for example, neurons that
compute a weighted sum of the population response (Rust et al.,
2006). This could explain the change in the spectral tuning of V4
neurons during a naturalistic visual search task, where cells be-
came more sensitive to features of the attended search target
(David et al., 2008). Thus, our model links physiological obser-
vations with perceptual experience.

As far as the origin of the distorted percept is concerned, it
seems that a widely distributed network is involved in generating
motion aftereffects (Taylor et al., 2000). However, as for the
SMAE, both psychophysical (Moulden, 1980) and electrophysi-
ological (Kohn and Movshon, 2003) evidence exist that it is al-
ready generated at the level of V1 (for review, see Mather et al.,
2008); thus, distortions of the population response during the
direction of feature-based attention should also be observable at
this early processing stage. As a consequence, this early impact of
feature-based attention will influence the representation of stim-
uli already before the final decision level has been reached. Al-
though the distinction between encoding and decoding might be
smoother than traditionally thought, earlier studies that focused
on the discrimination of features attributed the misperception of
stimuli to the level of decoding (Jazayeri and Movshon, 2007), for
example, by optimally chosen top-down signals (Navalpakkam
and Itti, 2007).

How does our work relate to the findings of Martinez-Trujillo
and Treue (2004)? As already mentioned, their observed net ef-
fect can be described by a central excitation and lateral inhibition
as well. However, their data suggest that lateral inhibition is
strongest opposite to the attended direction, while according to
our simple model, the peak inhibition is located much nearer to
the attended direction in feature space and then gradually de-
creases moving farther away. While the extended model allowed
us to explain our findings using a simple Gaussian signal, the
estimated profile as constrained by our psychophysical data is
substantially smaller than the estimated profile constrained by
the electrophysiological measurements [see supplemental mate-
rial, section 1.4 (available at www.jneurosci.org), for a fit of our
model to the data of Martinez-Trujillo and Treue (2004)]. As
outlined above, one explanation regarding these differences
might be that our experiments presumably probe feature-based
effects in V1, whereas Martinez-Trujillo and Treue (2004) re-
corded in area MT. Furthermore, the shape of the net attention
effect does not necessarily have to be static but might change
depending on the task at hand (Navalpakkam and Itti, 2007;
Scolari and Serences, 2009). While subjects in our study were
instructed to attend to the direction of the target RDK as
accurate as possible, monkeys in the study of Martinez-Trujillo
and Treue (2004) had to detect either a velocity change or a
direction change of the attended stimulus. In the latter case, it
could well be possible that the attentional system boosted neu-
rons that were tuned away from the attended feature to facilitate
the detection of another direction. Thus, the area of excitation in
feature space should be rather broad as reported by Martinez-
Trujillo and Treue (2004).

To summarize, according to the proposed mechanisms, the
simple and the extended models are qualitatively equivalent in
explaining our psychophysical findings of an altered feature
space. While both models assume a major impact of feature-
based attention in the adaptation phase, where the stimulus is

encoded, the extended model also predicts an influence of the
remembered target in the SMAE phase, that is, a direct impact on
our conscious percept. Thus, although it seems evident that top-
down feature-based signals underlie our findings, the exact stage
at which these signals act is a question for future research.

How do our results relate to findings in the spatial attention
domain? Hamker et al. (2008) have demonstrated, using a com-
putational model, that spatial attention directed to the saccade
target explains the perisaccadic misperception of briefly flashed
stimuli, known as compression of visual space (Morrone et al.,
1997; Ross et al., 1997). In that model, misperception arises be-
cause spatial attention distorts the population response in the
spatial domain, which in turn dynamically alters the receptive
field profile. As a result, more cells are effectively processing the
attended location. Indeed, a number of studies have indicated
attentional changes of the receptive field structure in covert
(Connor et al., 1996, 1997; Womelsdorf et al., 2006) and overt
(Tolias et al., 2001) shifts of attention. Furthermore, although far
less in magnitude, some perceptual effects have also been ob-
served during covert attention shifts, such as repulsion (Suzuki
and Cavanagh, 1997; Pratt and Turk-Browne, 2003) and attrac-
tion (Yamada et al., 2008). Similar to the effects reported in the
present study, these different observations might be accounted
for by a center-surround profile of the gain modulation (Hopf et
al., 2006) as well. Thus, it seems that related mechanisms are
involved in the feature and spatial domain of attention.

To conclude, attention has typically been characterized as a
mere control of information flow, whereas the observations of
perceptual distortions point toward an active recruitment of pro-
cessing resources. As a result, a stimulus matching the content of
attention is encoded more similarly to the attended one, whereas
other stimuli can be repelled in feature space depending on the
type of net modulatory profile as determined by the interactions
at the systems level.
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