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Roadmap for the integration of WP1, WP2 and WP3 modules and algorithms on the UJI humanoid robot setup
This document describes the integration between the modules of WPs 1, 2 and 3 of project Eyeshots, and the robotic system implemented for WP4. Reference point of the integration process is the humanoid robot of UJI Intelligence Robotic Lab and the behavior implemented on it by UJI partner. According to the workplan in Annex I, at month 30 the model developed by UJI using data and insights from partners UNIBO and WWU (WP5) will be fully functional on the robot platform. Employing the Radial Basis Function framework developed in the model, the robot will be able to achieve open loop gazing and reaching capabilities toward visual targets, according to the goals of Task 4.2. Contextual coding of a target in different reference frames (visual, oculomotor, arm-motor) will allow the system to perform also peripheral reaching actions (without foveating the target). As for the model, the robotic implementation should also emulate some psychophysical effect related to deceptive feedback, such as in the saccadic adaptation paradigm. Modules from WPs 1, 2 and 3 are expected to improve and complement such abilities, and the robotic implementation should serve as a further validation for the modeled functionalities and neural and physiological mechanisms.

The integration process described below is organized in a number of subsequent steps, starting from the modules belonging to the Vergence Version Control model with Attention effects (VVCA), developed by partners UG, K.U.Leuven and WWU/Chemnitz, which are either already available or in debugging phase, and possibly continuing with modules that are at the moment still under development.
We are currently performing, with the aid of partner UG, a preliminary study for setting up utilities for interfacing the different additional modules, in order to solve the problem of compatibility between Simulink (VVCA model) and C++ (robot) platforms. The possibility of having to fully recode some of the modules might delay the development of the plan as scheduled below, and could be subject to the availability of extra human resources by UJI. The reviewers understanding about UJI having already committed to adding such resources, probably based upon the participation to the review meeting of a PhD student who has not been hired using Eyeshots’ funds, is not exactly correct. Although we expressed at the meeting our willingness to use external human resources, we cannot guarantee them, since they are bound to other projects with different and specific goals and review procedures.

Phase 0, to be achieved by August, 31, 2010 (month 30), 4PMs
During this phase, the model for building an integrated sensorimotor knowledge of the environment developed in Task 4.2 will be applied on the UJI humanoid robot setup. The robotic implementation of such model includes: 1) a module for visual acquisition and visual processing that generates disparity information regarding simple visual stimuli, such as point-like features on plain backgrounds; 2) the RBF structure described in Deliverable 4.2b for the contextual representation of stimuli in multiple reference frames; 3) modules for controlling the execution of saccadic eye movements by the robot stereo head and arm reaching movements. At the end of this phase, basic functionalities such as concurrent or decoupled gazing and reaching movements toward simple visual stimuli will be available to the robot. Each of the following steps will build on this framework to obtain an integrated system with more advanced visual and visuomotor capabilities.
Phase 1, to be achieved by September, 30, 2010 (month 31), 2PMs
In this first integration phase, partner UG’s method —for computing binocular disparity inspired on the functionality of area V1— will be adapted to be employed by the robot, and its output will be used by the saccadic control developed in Phase 0. The integration of this module will allow the system to operate in more complex visual environments, with relatively complex 3D objects and patterned backgrounds.
Phase 2, to be achieved by October, 31, 2010 (month 32), 2PMs
The open-loop saccadic control of gaze shifts in 3D obtained in phase 0 will be improved in this stage with the addition of a closed-loop vergence control, that will allow for finer gazing movements upon object surfaces after the initial saccadic movement has been performed. Two alternative modules are available to implement such functionality, the Convolutional Vergence Control of partner K.U.Leuven and the Dual-Mode Vergence Control of partner UG. Although the first method requires an extensive learning phase, this can be executed off-line on a simulated environment, and the resulting parameters can be transferred to the robot system. The consortium thus agrees in starting the integration with the inclusion of K.U.Leuven’s Convolutional vergence control, whilst not excluding the possibility of implementing on the robot both methods for a further comparison between them.
Phase 3, to be achieved by November, 30, 2010 (month 33), 2PMs
This phase is aimed at endowing the system with higher level cognitive abilities. A bio-inspired module for object recognition developed by partner WWU/Chemnitz which takes in input the responses of the V1 module of Phase 1 will be integrated in the framework, together with the Frontal Eye Field (FEF) movement map it provides in output in order to direct the system attention on the selected visual feature. The inclusion of such modules will allow the robot to work with multi-object setups, and the system could be required to contextually foveate and reach toward different visual targets.
Phase 4, to be achieved by December, 31, 2010 (month 34), 2PMs
The version control technique developed by partner KUL employs the FEF movement map described in Phase 3 to achieve a precise closed loop control of eye movements around the visual environment. With the inclusion of this module, which will substitute the open loop control of Phase 0, the full integration of the Vergence Version Control model with Attention effects (VVCA) onto the robotic platform will be achieved.

Demonstrators and experimental setups

The advancement of the integration process according to the above roadmap can be monitored through the realization of a sequence of tasks in similar but slightly changing and increasingly demanding scenarios.

Phase 0

As a first experimental task, the system can be required to show its visuomotor capabilities by performing an oculomotor action toward a simple, even point-like, target placed in its visual environment, or toward the location where its hand lies (its identification would also be simplified, e.g. with markers). Complementarily, it should also be able to perform arm reaching movements to a similar visual target, either with or without gazing at it. The latter is a case of peripheral reaching, in which an intermediate transformation from visual to oculomotor space is performed, but the corresponding motor signal is not released.

Phase 1

In this phase, more demanding visual targets, such as real 3D objects, can be shown to the system, which has to be able to perform with them the same tasks as in Phase 0. In general, restrictions to the visual conditions should be relaxed in this phase (e.g. requirements on the background, lightning, and similar).

Phase 2

The introduction of fine vergence control requires a further complication of the visual task, in which the system has not only to be able to gaze at objects in the visual space, but also to perform precise, closed-loop vergence movements to focus more exactly on their visible surface.

Phase 3

The next experimental setup will see the inclusion of multiple objects within the peripersonal space of the system, which can be asked to perform any of the actions of Phase 0 to any visual target, for example in a given sequence or on demand, searching for the goal object by using the Visual Attention module.

Phase 4

The final experimental setup will include all of the above and should allow to enrich the general visuomotor abilities of the humanoid robot, through an improved control of eye movements and advanced visual skills. Ideally, this integrated configuration should be in charge of performing the final experiments on human-robot interaction tasks, to fulfill the last and most comprehensive goal of the Eyeshots project.
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