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Humans act in space. Sometimes, inter-
actions are explicit, as we point, reach or 
grasp the things around us. Other inter-
actions are implicit, an awareness of 
where we are and what things surround 
us. In general, to interact effectively 
with the environment, it can be argued 
that humans might use complex motion 
strategies at ocular level (but possibly 
extended to other body parts, e.g. head 
and arms, so possibly using multimodal 
feedback) to extract information useful 
to gain 3D awareness of the peripersonal 
space as contingent, head-centric, het-
erogeneous representations, which are 
coherent and stable with respect to time. 
An important difference between human 
and artificial vision systems is that hu-
mans become aware of their visual envi-
ronments by making both reflexive and 
exploratory eye-movements (seeing vs. 
looking). This awareness is a crucial fac-
tor in achieving truly anthropomorphic 
systems that are able to interact with 
humans and other anthropomorphic sys-
tems, and it is an important challenge in 
machine intelligence and artificial cogni-
tive systems (EC, 7th Framework Pro-
gram, ICT Challenge 2). 
The steps that need to be taken for 
building the stable percept of the 3D 
environment are adaptive or subject to 
learning: the sensorimotor repre-
sentations, the active stereopsis, and the 
binding of the visual fragments in the 3D 
scene that are visually scanned. ■ 
 

  
 
 

The research intends to investigate the 
interplay existing between vision and 
motion control, and to study how to ex-
ploit this interaction to achieve a knowl-
edge of the surrounding environment 
that allows a robot to act properly. Robot 
perception can be flexibly integrated 
with its own actions and the understand-
ing of planned actions of humans in a 
shared workspace. The research relies 
upon the assumption that a complete 
and operative cognition of visual space 
can be achieved only through active ex-
ploration of it: the natural effectors of 
this cognition are the eyes and the arms. 
Crucial but yet unsolved issues we ad-
dress are object recognition, dynamic 
shifts of attention, 3D space perception 
including eye and arm movements in-
cluding action selection in unstructured 
environments. We propose a flexible so-
lution based on the concept of visual 
fragments, which avoids a central repre-
sentation of the environment and rather 
uses specialized components that inter-
act with each other and tune themselves 
on the task at hand. 
In addition to a high standard in engi-
neering solutions the development and 
application of novel learning rules en-
ables our system to acquire the neces-
sary information directly from the envi-
ronment. 
The study and models of human/primate 
behavior, based on specific experiments, 
guide many of our envisaged solutions. ■
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“Seeing” is something we do rather than a sequence of hierarchical interpretative processes. From this perspective, 
the experience of “seeing” in not necessarily generated, but it expresses itself in the behaviour. [O’Regan & Noe, 2001] 
 

 

 
 
 

KRA1: Constructing visual percep-
tion of space by interactive stereop-
sis: The search for optimal visuomotor 
coordination to achieve robust and stable 
visual percepts is challenged. KRA1 pro-
vides an input to KRA2 contributing to 
the definition of a visual fragment of the 
observed scene. 

KRA2: Recursive modulation of per-
ception across visual fragments: 
Definition of a strategy to achieve a 
global perception of the 3D spatial rela-
tions and relative 3D motion for control-
ling spatially directed actions (e.g., 
reaching), and, in general, visually-
guided goal-directed movements in the 
whole peripersonal workspace. KRA2 will 
focus on: (1) An attentional-based selec-
tion of visual fragments, (2) a construc-
tion of peripersonal space across eye 
movements.  

KRA3: Visuospatial awareness and 
planning behaviour: The problem of 
constructing an action-minded represen-
tation of the 3D space is addressed. 
KRA3 will contribute to: (1) The defini-
tion of joint representation signals of 
eyes and hand movements in a 3D ex-
trinsic coordinate frame, on which to 
base the 3D location of a visual target 
with respect to a point on the body sur-
face; (2) the definition of shared atten-
tion behaviour in common workspaces. 

KRA4: Human behaviour replicas by 
integration/interactive paradigms: 
This is a technical KRA concerned in the 
“translation” of the scientific achieve-
ments of KRAs1-3 into operative mod-
ules/subsystems (hw/sw robotic sys-
tems) characterized by percep-
tual/cognitive capabilities that emulate 
the human behaviour. ■ 
 

  
 
 

 

Objective 1: Development of a ro-
botic system for interactive visual 
stereopsis. 
The function of the systems is to interac-
tively explore the 3D space by active 
foveations. Benefits of the motor side of 
depth vision are expected to be bidirec-
tional by learning optimal sensorimotor 
interactions 

Objective 2: Development of a model 
of a multisensory egocentric repre-
sentation of the 3D space. 
 The representation is constructed on (1) 
binocular visual cues, (2) signals from 
the oculomotor systems, (3) signals 
about reaching movements performed 
by the arm. Egocentric representations 
require regular updating as the robot 
changes its fixation point. Rather than 
continuously updating based on motor 
cues or a visual mechanism (i.e. optic 
flow), the model updates only the ego-
centric relationship and object-to-object 
relationships of those objects currently 
in the field of view. During motion, the 
model covertly and overtly shifts atten-
tion to objects in the environment to 
maintain the model’s current awareness 
of the environment. The updating of the 
internal representation of spatial rela-
tions requires binding processes across 
the different visual fragments. 

Objective 3: Development of a model 
of human-robot cooperative actions 
in a shared workspace. 
By the mechanism of shared attention 
the robot will be able to track a human 
partner’s overt attention and predict and 
react to the partner’s actions. This will 
be extremely helpful in cooperative in-
teractions between the robot and a hu-
man. ■ 
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